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ABSTRACT. We present a generic partition refinement algorithm that quotients coalgebraic
systems by behavioural equivalence, a task arising in different contexts. Coalgebraic
generality allows us to not only cover classical relational systems and various forms of
weighted systems but way can combine existing system types in various ways. Under
assumptions on the type functor that allow representing its finite coalgebras in terms of
nodes and edges, our algorithm runs in time O(m - logn) where n and m are the numbers
of nodes and edges, respectively. The generic complexity results and the possibilities of
combining system types is a toolbox for efficient partition refinement algorithms. Instances
of our generic algorithm thus match the runtime of the best known algorithms for unlabelled
transition systems, Markov chains, and deterministic automata (with fixed alphabets), and
improve the best known algorithms for Segala systems.

1. INTRODUCTION

The minimization of a state based system typically consists of two steps:

(1) Removal of unreachable states.
(2) Identification of states exhibiting the same behaviour, called minimization under bisimi-
larity.

The computation of reachable states is usually accomplished by a straightforward search.
Minimization under bisimilarity however is more complex because of its corecursive nature:
whether two states are bisimilar depends on which of their successors are bisimilar. In the
present work, we present a generic algorithm to perform bisimilarity minimization efficiently
for a broad class of systems.

The task of minimization appears as a subtask in state space reduction (e.g. [BO05])
or non-interference checking [vdMZ07]. The notion of bisimulation was first defined for
relational systems [vB77, Mil80, Par81]; it was later extended to other system types including
probabilistic systems [LS91, DEP02] and weighted automata [Buc08]. In fact, the importance
of minimization under bisimilarity appears to increase with the complexity of the underlying
system type. E.g., while in LTL model checking, minimization drastically reduces the state
space but, depending on the application, does not necessarily lead to a speedup in the overall
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balance [FV02], in probabilistic model checking, minimization under strong bisimilarity does
lead to substantial efficiency gains [KKZJ07].

The algorithmics of minimization, often referred to as partition refinement or lumping,
has received a fair amount of attention. Since bisimilarity is a greatest fixpoint, it is more or
less immediate that it can be calculated in polynomial time by approximating this fixpoint
from above following Kleene’s fixpoint theorem. In the relational setting, Kanellakis and
Smolka [KS90] introduced an algorithm that in fact runs in time O(nm) where n is the
number of nodes and m is the number of transitions. An even more efficient algorithm
running in time O(mlogn) was later described by Paige and Tarjan [PT87]; this bound
holds even if the number of action labels is not fixed [Val09]. Current algorithms typically
apply further optimizations to the Paige-Tarjan algorithm, thus achieving better average-
case behaviour but the same worst-case behaviour [DPP04]. Probabilistic minimization
has undergone a similarly dynamic development [BEMO00, CS02, ZHEJO08], and the best
algorithms for minimization of Markov chains now have the same O(mlogn) run time as
the relational Paige-Tarjan algorithm [HT92, DHS03, VF10]. Using ideas from abstract
interpretation, Ranzato and Tapparo [RT08] have developed a relational partition refinement
algorithm that is generic over notions of process equivalence. As instances, they recover
the classical Paige-Tarjan algorithm for strong bisimilarity and an algorithm for stuttering
equivalence, and obtain new algorithms for simulation equivalence and for a new process
equivalence.

In this paper we follow an orthogonal approach and provide a generic partition refinement
algorithm that can be instantiated for many different types of systems (e.g. nondeterministic,
probabilistic, weighted). We achieve this by methods of universal coalgebra [Rut00]. That
is, we encapsulate transition types of systems as endofunctors on sets (or a more general
category), and model systems as coalgebras for a given type functor.

Overview of the paper. In Section 2, the categorical generalizations of the standard set
operations on partitions and equivalence relations are introduced. A short introduction to
coalgebras as a framework for state based systems is given.

In order to bring out and explain the generic pattern that existing partition refinement
algorithms in the literature follow, we exhibit in Section 3 an informal partition refinement
algorithm in natural language that operates on a high level of generality.

In Section 4, the generic pattern is made precise by a categorical construction, in which
we work with coalgebras for a monomorphism-preserving endofunctor on a category with
image factorizations. Here we present a quite general category-theoretic partition refinement
algorithm, and we prove its correctness. The algorithm is parametrized over a select routine
that determines which observations are used to split blocks of states. We present two select
routines; one yields a known coalgebraic final chain algorithm (e.g. [KK14]), the other
routine is “select the smaller half”, a trick going back to Hopcroft [Hop71] that will lead to
the logarithmic factor in the complexity analysis later.

While the categorical construction recomputes the involved partitions from scratch in
each iteration, we present an optimized version of our algorithm (Section 5) that computes
the partitions incrementally. For the correctness of the optimization, we need to restrict
to sets and assume that the type endofunctor satisfies a condition we call zippability. This
property holds, e.g., for all polynomial endofunctors on sets and for the type functors of
labelled and weighted transition systems, but is not closed under composition of functors.
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In Section 6, this incremental computation of the partitions is given as an algorithm in
pseudocode, with the “select the smaller half” routine hard-wired. To this end, we make
our algorithm parametric in an abstract refinement interface of the type functor, which
encapsulates how the functor interacts with the specific select routine. We show that if
the interface operations can be implemented to run in linear time, then the algorithm
runs in time O((m + n) - logn), where n is the number of states and m the number of
‘edges’ in a syntactic encoding of the input coalgebra. We thus recover the complexity
of the most efficient known algorithms for transition systems (Paige and Tarjan [PT87]),
for weighted systems (Valmari and Franceschinis [VF10]), as well as Hopcroft’s classical
automata minimization algorithm [Hop71] for a fixed alphabet A and m =n - |A|.

Section 7 is devoted to modularity and explains how to handle combinations of system
types. We will see that this can be achieved with just a bit of extra preprocessing, so
that our main algorithm need not be adjusted at all. In fact, given a functor T built
from finitary functors Set” — Set, we first recall from [SP11] how this induces a functor
T:Set" — Set” on multisorted sets, and we present a transformation from finite 7-coalgebras
to finite T-coalgebras (with possibly more states) that reflects bisimilarity minimization.
Then we prove that for every multisorted functor H:Set™ — Set™, we have a Set-functor
[THA:Set — Set, where A is diagonal and [] takes coproducts, and a transformation from
multisorted H-coalgebras to singlesorted [1H A-coalgebras that preserves the number of
states and preserves and reflects bisimilarity minimization. This yields a reduction from
bisimilarity minimization of T-coalgebras to minimization of 11T A-coalgebras. The latter
problem is solved by the algorithm from Section 6, because we prove that if T is built from
functors fulfilling our assumption, then [IT'A fulfils the assumptions too — even if T itself
does not.

As instances of this result, we obtain an efficient modular algorithm for systems whose
type is built from basic system types fulfilling our assumptions, e.g. probability, non-
determinism, weighted branching (with weights in an arbitrary abelian group), by composi-
tion, finite products and finite coproducts (Example 7.17).

One of these instances is an O((m + n)log(m + n)) algorithm for Segala systems, to
our knowledge a new result (more precisely, we improve an earlier bound established by
Baier, Engelen, and Majster-Cederbaum [BEMO00], roughly speaking by letting only non-
zero probabilistic edges enter into the time bound). We also obtain efficient minimization
algorithms for general Segala systems and alternating systems [Han94].

This paper is an extended and completely reworked version of the conference pa-
per [DMSW17]. Besides providing detailed proofs of all our results, we have included the
new Section 7 showing that modularity is achieved without any adjustment of our algorithm.

2. PRELIMINARIES

It is advisable for readers to be familiar with basic category theory [AHS90]. However, the
results are understandable when reading the notation in the usual set-theoretic way, which
corresponds to their meaning in Set, the category of sets and functions. For the convenience
of the reader we recall some concepts that are central for the categorical version of our
algorithm.
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2.1. Equivalence Relations and Partitions, Categorically. Our most general setting
is a category C in which we have a well-behaved notion of equivalence relation corresponding
to quotient objects. We will assume that C has finite products and pullbacks.

Notation 2.1. The terminal object of C is denoted by 1, with unique morphisms ! : A — 1.

In Set, 1 = {0} as usual. We denote the product of objects A, B by A <~ A x B = B.
Given f:D — A and ¢g: D — B, the morphism induced by the universal property of the
product A X B is denoted by (f,g): D - A X B.

For morphisms f: A - D, g: B - D, we denote by

P25 A
_
KIN
B—-D
that P (together with the projections 7y, 7o) is the pullback of f along g. In Set, we have
P ={(a,b) e AX B| f(a) = g(b)}.

The kernel ker f of a morphism f: A — B is the pullback of f along itself. We write > for
monomorphismes, i.e. injections in Set. We write g: A —» B for regular epimorphisms, this
means there exists a parallel pair of morphisms f, g: R 3 A such that ¢ is the coequalizer
of f and g. In Set, the coequalizer of f, g: R 3 A is the quotient of A modulo the smallest
equivalence relation relating f(r) and g(r) for all » € R. Here, one can think of R as a set
of witnesses of the pairs f(r), g(r) generating that equivalence (note that there might be
several witnesses for a pair provided by f,g). Hence, we will often denote the coequalizer of
f9: R 3 Aby kp: A—» A/ R and this represents a quotient. When f and g are clear from
the context, we will just write R =3 A.

Kernels and coequalizers allow us to talk about equivalence relations and partitions in
a category, and when we speak of an equivalence relation on the object X of C we mean
the kernel of some morphism with domain X. Indeed, recall that for every set A, every
equivalence relation ~ is the kernel of the canonical quotient map ¢ : A —» A/~, and there
is a bijection between equivalence relations and and partitions on A. In order to obtain a
similar bijection for more general categories than Set we work under the following

Assumption 2.2. We assume throughout that C is a finitely complete category that has
coequalizers and in which regular epimorphisms are closed under composition.

Examples 2.3. Examples of categories satisfying Assumption 2.2 abound. In particular,
every regular category with coequalizers satisfies our assumptions. The category Set of
sets and functions is regular. Every topos is regular, and so is every finitary variety, i.e. a
category of algebras for a finitary signature satisfying given equational axioms (e.g. monoids,
groups, vector spaces etc.). If C is regular, so is the functor category C~ for any category &.
For our main applications, we will be interested in the special case C" where n is a natural
number, i.e. the case where £ is the discrete category with set of objects {1,...,n}.

The category of posets and the one of topological spaces fail to be regular but still
satisfy our assumptions.

In Set, a function f: A — B factors through the partition A/ker f induced by its kernel, via
the function [—]f : A—» Afker f taking equivalence classes

[2]f:={a' € A| f(2) = f(z')} = {z' € D | (2,2) € ker f}.
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Well-definedness of functions on A/ker f is determined precisely by the universal property of
[—1f as a coequalizer of ker f =3 A. In particular, f induces an injection A/ker f>— A; together
with [—]y, this is the factorization of f into a regular epimorphism and a monomorphism.

Our category C from Assumption 2.2 has a (RegEpi,Mono)-factorization system [AHS90,
Prop. 14.22], that is, every morphism f: A — B has a factorization f =m-e

f
( J

A —%s Im(f) 2> B

where m is a mono and e is a regular epimorphism, specifically the coequalizer of the kernel
m, ot ker f 3 A. Its codomain, Im(f) is called the image of f. In every category, we
have the diagonal property for monomorphisms m and regular epimorphisms e: Whenever
f+e=m-g then there exists a diagonal d such that d-e =g and m-d = f.

Using image factorizations it is easy to show that in our category C, there is a bijection
between kernels K =3 A and quotients of A — the two directions of this bijection are given
by taking the kernel of a coequalizer and by taking the coequalizer of a kernel. In particular,
every regular epimorphism is the coequalizer of its kernel.

Furthermore, there are partial orders on both kernels and quotients such that the
above bijection is monotone. In fact, relations from A to B in C, i.e. jointly monic spans
A « R — B, and in particular kernels, represent subobjects of A X B, which are ordered
in the usual way: we say that a relation (p;,p2): R>> A X B (or a kernel) is finer then
a relation (p'l7 p'Q): R'>—» A x B if there exists a (necessarily monic) m: R > R' such that
p; -m = p;, for ¢ = 1,2. We use intersection N and union U of kernels for meets and joins
in the inclusion ordering on relations (not equivalence relations or kernels) on A; in this
notation,

ker(f,g) = ker f N kerg. (2.1)

Similarly, a quotient represented by ¢;: A —> By is finer than another one represented by
go: A —» By if there exists a (necessarily regular epic) morphism b: By — By with go = b ¢;.

We will use a number of simple observations on kernels that are familiar when instanti-
ating them to Set:

Remark 2.4. (1) For every f: X - Y and ¢:Y — Z, ker(f) is finer than ker(g - f).

(2) For every f: X — Y and every mono m:Y >= Z, ker(m - f) = ker f.

(3) For every f: X = Y and regular epi q: X — Z, ker(f) = ker(q) iff there exists a mono
m:Z >>Y with f = m - ¢q. One implication follows from the previous point, and
conversely, take the image-factorization f = n - e. Then ker(e) = ker(f) by point (2),
and therefore e and ¢ represent the same quotient, which means there exists some
isomorphism i: Z — Im(f) with i - ¢ = e. It follows that m = n - i is the desired mono.

(4) For every f: X — Z and regular epi e: X —» Y, ker(e) is finer than ker(f) iff there exists
some morphism ¢g:Y — Z such that g-e = f.

To see this let p, g: ker(e) = X be the kernel pair of e. If ker(e) is finer than ker(f),
then we have f-p = f - ¢. Hence, since e is the coequalizer of its kernel pair we obtain g
as desired from the universal property of e. For the other direction apply (1).

(5) Whenever ker(a: D — A) = ker(b:D — B) then ker(a - g) = ker(b - g), for every

g W —= D.
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Indeed, the kernel ker(a - g) can be obtained from ker a by pasting pullback squares
as shown below (and similarly for b: D — B):

ker(a . g) . W
S
l g
o — > kera —— D
I ]
W—>"—D—5aq

So if kera = kerb, then ker(a - g) = ker(b - g).

Even though only existence of coequalizer is assumed, C has more colimits:

Lemma 2.5. C has pushouts of reqular epimorphisms (i.e. pushouts of spans containing at
least one regular epimorphism).

h
Proof. Let X EY S Whea span, with e a regular epi. Let (7, ) be the kernel pair of
e, and let ¢: W —» Z be the coequalizer of h - m; and h - m5. Since e is the coequalizer of
1, T there exists r: X — Z such that r - e = ¢+ h. We claim that

™
ker e %T Yy S5 X

B

W —>» Z
is a pushout. Uniqueness of any mediating morphism is clear since ¢ is epic; so we need to show

existence. Let W 5 U L X be such that fe = gh. Then g-h-m = fre:my = fre-mg = g-h 7o,
so by the universal property of ¢ we obtain k: Z — U such that kq = g. It remains to check
that k-r=f. Nowk-r-e=k-q-h=g+-h = f-e, which implies the claim because e is
epic. L]

2.2. Coalgebra. We now briefly recall basic notions from the theory of coalgebras. For
introductory texts, see [Rut00, JR97, Ad4a05, Jacl7]. Given an endofunctor H:C — C, a
coalgebra is a pair (C, ¢) where C' is an object of C called the carrier and thought of as an
object of states, and c: C' = HC is a morphism called the structure of the coalgebra. Our
leading examples are the following.

Example 2.6. (1) Labelled transition systems with labels from a set A are coalgebras for
the functor HX = P(A X X) (and unlabelled transition systems are simply coalgebras for
P). Explicitly, a coalgebra c: X — H X assigns to each state x a set ¢(x) € P(AXX), and
this represents the transition structure at z: x has an a-transition to y iff (a,y) € c(z).
In concrete examples, we restrict to the finite powerset P;X = {S € PX | S finite}, and
coalgebras for HX = P(A X X) are finitely branching LTSs.

(2) Weighted transition systems with weights from a commutative monoid (M, +,0) are
modelled as coalgebras as follows. We consider the monoid-valued functor M =) defined
on sets by

M9 = {f: X - M| f(x) # 0 for finitely many x},
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and for a map h: X —» Y by
h
MP(DW) = Lpey f(2).

M-weighted transition systems are in bijective correspondence with coalgebras for M )
and for M-weighted labelled transition systems one takes (A (_))A, see [GSO1].

(3) The finite powerset functor P; is a monoid-valued functor for the Boolean monoid
B = (2,Vv,0). The bag functor Bg, which assigns to a set X the set of bags (i.e. finite
multisets) on X, is the monoid-valued functor for the additive monoid of natural numbers
(N, +,0).

(4) Probabilistic transition systems are modelled coalgebraically using the distribution

functor D. This is the subfunctor DX ¢ IR(;O() , where R is the monoid of addition on

the non-negative reals, given by DX = {f € IR(;O() | Y pex f(z) =1}

(5) Simple (resp. general) Segala systems [Seg95] strictly alternate between non-deterministic
and probabilistic transitions. Simple Segala systems can be modelled as coalgebras
for the set functor Ps(A X D(—)), which means that for any label a € A a state non-
deterministically proceeds to one of a finite number of possible probability distributions
over states; and general Segala systems are coalgebras for PyD(A X —), which means
that a state s non-deterministically proceeds to one of a finite number of distributions
over the set of A-labelled transitions from s.

A coalgebra morphism from a coalgebra (C,c) to a coalgebra (D, d) is a .

morphism h: C' — D such that d - h = Hh - ¢; intuitively, coalgebra mor- ¢ —— HC

phisms preserve observable behaviour. Coalgebras and their morphisms & th
form a category Coalg(H ). The forgetful functor Coalg(H) — C creates D—%5 HD
all colimits, so Coalg(H ) has all colimits that C has, in particular:

Corollary 2.7. Coalg(H) has all coequalizers and pushouts of reqular epimorphisms.

A subcoalgebra of a coalgebra (C, ¢) is represented by a coalgebra morphism m: (D, d)>—(C, c)
such that m is a monomorphism in C. Likewise, a quotient of a coalgebra (C, ¢) is represented
by a coalgebra morphism ¢: (C,c¢) —» (D, d) carried by a regular epimorphism ¢ of C. If H
preserves monomorphisms, then the image factorization structure on C lifts to coalgebras.

Recall that a coalgebra is simple if it does not have any non-trivial quotients. We will
use the following equivalent characterization:

Proposition 2.8. A coalgebra (C,c) is simple iff every coalgebra morphism with domain
(C,c¢) is carried by a monomorphism.

Intuitively, in a simple coalgebra all states exhibiting the same observable behaviour are
already identified. This paper is concerned with the design of algorithms for computing the
simple quotient of a given coalgebra:

Lemma 2.9. The simple quotient of a coalgebra is unique (up to isomorphism). Concretely,
let (C,c) be a coalgebra, and let e; : (C,c) —» (D;,d;), i = 1,2, be quotients with (D;,d;)
simple. Then (Dq,dy) and (Ds,ds) are isomorphic; more precisely, e; and ey represent the
same quotient.

Proof. By Corollary 2.7, there is a pushout D, LR E L2 Dy of Dy Lo Dy in

Coalg(H). Since regular epimorphisms are generally stable under pushouts, f; and f, are
regular epimorphisms, hence isomorphisms because Dy and Dy are simple; this proves the
claim. []



8 T. WISSMANN, U. DORSCH, S. MILIUS, AND L. SCHRODER

For C = Set, two elements x € C and y € D of coalgebras (C,c) and (D,d) are called
behaviourally equivalent (written x ~ y) if they can be merged by coalgebra morphisms:
x ~ y iff there exists a coalgebra (F,e) and coalgebra morphisms f : (C,c) - (FE,e),
g:(D,d) — (E,e)such that f(x) = g(y). For general categories C, we consider (generalized)
elements, i.e. two morphisms z : X - C' and y : Y — D, and we have x ~ y iff there are f
and g as above with fz = gy.

Under Assumption 2.2, any two behaviourally equivalent elements (of the same coalgebra)
can be identified under a regular quotient. Hence, the simple quotient of a coalgebra is
its quotient modulo behavioural equivalence. In our main examples, this means that we
minimize w.r.t. standard bisimilarity-type equivalences.

Example 2.10. Behavioural equivalence instantiates to various notions of bisimilarity:

(1) Park-Milner bisimilarity on labelled transition systems [AMS89];

(2) weighted bisimilarity on weighted transition systems [KI1i09, Proposition 2J;

(3) stochastic bisimilarity on probabilistic transition systems [K1i09];

(4) Segala bisimilarity on simple and general Segala systems [BSAV03, Theorem 4.2].

Remark 2.11. A final coalgebra is a terminal object in the category of coalgebras, i.e. a
coalgebra (T,t) such that every coalgebra (D,d) has a unique coalgebra morphism into
(T,t). There are reasonable conditions under which a final coalgebra is guaranteed to exist,
e.g. when C is a locally presentable category (in particular, when C = Set) and H is accessible.
If (T',t) is a final coalgebra and H preserves monos, then the simple quotient of a coalgebra
(D, d) is the image of (D, d) under the unique morphism into (7, t); in particular, in this
case every coalgebra has a simple quotient.

3. PARTITION REFINEMENT FROM AN ABSTRACT POINT OF VIEW

In the next section we will provide an abstract partition refinement algorithm and formally
prove its correctness. Our main contribution is genericity: we are able to state and prove our
results at a level of abstraction that uniformly captures various kinds of state based systems.
This allows us to instantiate our efficient generic algorithm to many different (combinations
of) transition structures.

So before stating the abstract Algorithm 4.5, we will give an informal description of
a partition refinement algorithm in this section, which will make it clear which parts of
partition refinement algorithms are generic and which parts are specific to a particular
transition type.

Given a system with a set of states X one of the core ideas of the known partition
refinement algorithms mentioned so far, in particular the algorithms by Hopcroft [Hop71]
and Paige-Tarjan [PT87], is to maintain two partitions of X, X /P and X /@, where X [P
will be “one transition step ahead of X /Q”, so the relation P is a refinement of Q. Therefore,
the elements of X /P are called subblocks and the elements of X /@ are called compound
blocks.

Initially, we put X/Q = {X} and let X /P be the initial partition with respect to the
“output behaviour” of the states in X. For example, in the case of deterministic automata,
the output behaviour of a state is its finality, i.e. the initial partition separates final from
non-final states; and in the case of labelled transition systems, the initial partition separates
deadlock states from states with successors.
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Algorithm 3.1 (Informal Partition Refinement). Given a system on X and initial partitions
X /P and X /Q; while P is properly finer than Q, iterate the following:

(1) Pick a subblock S in X /P that is properly contained in a compound block C € X /Q,
i.,e. S & C. Note that this choice represents a quotient q: X — {S,C'\ S, X \ C}.

(2) Refine X /@ with respect to this quotient by splitting C' into two blocks S and C'\ S;
this is just the (block-wise) intersection of the partitions X /Q and {S,C'\ S, X \ C}.

(3) Choose X /P as coarse as possible such that two states are identified in X /P if their
transition structure is the same up to Q. Sometimes, this is referred to as refining X /P
in a way such that the transition structure is stable w.r.t. X/Q.

Since X /Q is refined using information from X /P with each iteration, the partition X /P is
finer than X /Q invariantly.

Now note that Steps (1) and (2) are independent of the given transition type, because they
perform basic operations on quotients. In contrast, the initialization procedure and Step (3)
depend on the transition type of the specific system, encoded by the type functor.

4. A CATEGORICAL ALGORITHM FOR BEHAVIOURAL EQUIVALENCE

We proceed to describe a categorical partition refinement algorithm that computes the
simple quotient of a given coalgebra under fairly general assumptions.

Assumption 4.1. In addition to Assumption 2.2, fix a functor H:C — C that preserves
monomorphisms.

Remark 4.2. For C = Set, the assumption that H preserves monos is w.l.o.g. First note
that every endofunctor on Set preserves non-empty monos. Moreover, for any set functor H
there exists a set functor H' that is naturally isomorphic to H on the full subcategory of all
non-empty sets [AT90, Theorem 3.4.5], and hence has essentially the same coalgebras as H
since there is only one coalgebra structure on @.

For a given coalgebra £ : X — HX in Set, any partition refinement algorithm should
maintain a quotient ¢ : X — X /@ that distinguishes some (but possibly not all) states with
different behaviour, and in fact, initially ¢ typically identifies everything. On the level of
generality of coalgebras one can express the transition type specific steps from Algorithm 3.1
generically; informally, our algorithm repeats the following steps until it stabilizes:

e Analyse X i HX —Iig HX/Q to identify equivalence classes w.r.t. ¢ (i.e. compound
blocks) containing states that exhibit distinguishable behaviour when considering one
more step of the transition structure &.

e Use parts of this information to refine ¢.

Here ¢ corresponds to the partition X/Q and ¢ together with X/Q and Hqé to the finer
partition X /P in Algorithm 3.1 from the previous section. The subblock selection will be
encapsulated at the present level of generality in a routine select, assumed as a parameter of
our algorithm:

Definition 4.3. A select routine is an operation that receives a chain of two regular epis

X —2» Y —%» Z and returns some morphism k£ : Y — K. We call Y the subblocks and

Z the compound blocks.
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In our algorithm, y represents the canonical quotient X —» X /P and z represents the
canonical X /P — X /Q, given by the invariant that P is finer than Q. The idea is that the
morphism k selects some of the information contained in Y. For example, in the Paige-Tarjan
algorithm it models the selection of only a single compound block to be split in two, refining
Z, which then induces further refinement of Y (as opposed to splitting all compound blocks
simultaneous).

Example 4.4. (1) In Hopcroft’s algorithm [Hop71], and in fact all the known efficient
partition refinement algorithms mentioned so far, the goal is to find a proper subblock that is
at most half the size of the compound block it is contained in. We use the same strategy for
our algorithm whenever C = Set (see Section 6) with the following select routine. Let S € YV

such that 2 - |y [{S}]] = |(zy) ' [{2(S)}]|. Here, 2(S) is the compound block containing
the subblock S.
Then select(z,y) is k : Y — 3 given by
2 ifzx=9
k(x) =41 if 2(z) = 2(S)
0 otherwise.

If there is no such S € Y, then z is bijective, i.e., there is no compound block from Z that

needs to be refined. In this case, k does not matter and we simply put k =!:Y — 1.
In general, for any subsets S € C € X, define the following characteristic function:
2 ifxef
C C .
xs: X =3 xs(z)=41 ifzeC\S
0 ifzeX\C.

This three-valued version is essentially (xg, xc): X — 2 X 2 without the impossible case of
x € S\ C. With k, S, and C as above we have
S]. C
k:XES]} and k-y=xg.

(2) One obvious choice for k is the identity on Y, so that all of the information present
in Y is used for further refinement. We will discuss this in Remark 4.11.

(3) Two other, trivial, choices are k =!:Y — 1 and k = z. Since both of these choices
provide no extra information, this will leave the partitions unchanged, see the proof of
Theorem 4.14.

Given a select routine, the most general form of our partition refinement works as follows.

Algorithm 4.5. Given a coalgebra £ : X — H X, we successively refine equivalence relations
(i.e. kernel pairs) @ and P on X, maintaining the invariant that P is finer than @). In each
step, we take into account new information on the behaviour of states, represented by a map
q: X — K, and accumulate this information in a map ¢ : X — K. In order to facilitate our
analysis further below, these variables are indexed over loop iterations in the description.
Initial values are

Qo=XxX qu=!:Xo1=K, P=ker(X5HXZ H1).
We then iterate the following steps while P; # @Q;, for ¢ = 0:

ki+1

Kp.
(1) X/P; = K41 = select(X = X/P,—» X/Q;), using that X/P; is finer than X/Q;
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(2) giv1 = X Do X/P, B Koy G = (@ ginn) 2 X — [1<i Ki X Ki

(3) Qis1:=kerGip1 (= ker(Gi; giv1) = ker g; N ker gy, see (2.1))

(4) Py = ker (X -5 HX 225 FT] 0 K;)

Upon termination, the algorithm returns X/P; = X/Q; as the simple quotient of (X, &).

Note that this is precisely the informal Algorithm 3.1 where:

e The partitions and equivalence relations are replaced by coequalizers and kernel pairs.

e Transition type specific steps involve how the type functor H acts on morphisms.

e The choice of subblock S and compound block C' is replaced by the select routine.

We proceed to prove correctness, i.e. that the algorithm computes simple quotients of
coalgebras. We use the notation in Algorithm 4.5 throughout. Since ¢ accumulates more
information in every step, it is clear that P and ) are being successively refined:

Lemma 4.6. For every i, P41 is Qo «— Q1 ¢~ Qg ¢~ Qi1 = Qo «-
finer than P;, Q;41 1s finer than Q;, 1 1 7 1 (4.1)
and P; is finer than Q;41. Py ¢—< P, ¢ P, < P e

Proof. We use Remark 2.4(1) to show that one kernel is finer than the other:

(1) Py finer than P; and Q4 finer than Q;: Let p : [ ;.41 K; = [],<; K be the product
projection. Clearly we have @; = p - @41, 80 Qijr1 = ker(g;+1) is finer than Q; = ker ;.
Similarly Hg; -+ &€ = Hp - HG;41 + &, so P;,q is finer than P;.

(2) P; finer than Q;,1: Induction on i. Since Q;;1 = ker G+1 and Gv1 = (qo, - - -, Giv1), 1t
suffices to show that P; is finer than kerg; for j = 0,...,7¢ + 1. For j <4, we have by
item (1) that P; is finer than P;, which is finer than ker ¢; by induction. Moreover, P; is
finer than ker ¢;;1 because g;,1 factors through X —» X/P; by construction. []

Ignoring the termination when P, = (); for a moment, the algorithm computes equivalence
relations refining each other. In each step, select decides which part of the information
present in P; but not in @); should be used to refine @; to Q;41.

Kp;
Proposition 4.7. There exist morphisms X— X/IPi
£/Q; : X|P; - H(X/[Q;) fori =0 (necessarily £ l . $€Q; (4.2)
unique) such that (4.2) commutes. HX —2 H(X/Q;)
nf n o it |
X/Py ——— X[Py e X/P, Dl — X
f/Qol 5/Q1l E/Qzl é/Qi+1l lﬁ
H(X/Qo) «— H(X/Q1) «— H(X/Q;) «— H(X/[Qi+1) «— HX

HHQO/[ HanI HﬁQiI Hri | JJJJ

Proof. Since Q; = ker g;, the image factorization of g; has the form ¢; = m-k¢,. By definition
of P; and because H preserves monos, we thus have P; = ker(Hg; + §) = ker(Hkg, - £), and
hence obtain £/Q; as in (4.2) by the universal property of the coequalizer kp,. ]

Upon termination the morphism £/Q; yields the structure of a quotient coalgebra of ¢:
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Corollary 4.8. If P; = Q; then X/Q; carries a unique coalgebra structure forming a quotient
of €: X » HX.

For C = Set, this means that all states of X that are merged by the algorithm are actually
behaviourally equivalent. We still need to prove the converse:

Theorem 4.9 (Correctness). If P; = Q;, then £/Q;: X[Q; » H X/Q; is a simple coalgebra.

Proof. Let h: (X, &) — (D, d) represent a quotient.
(1) We first prove that

if ker h is finer than @Q;, then ker h is finer than P;. (4.3)

This is seen as follows: If kerh is finer than Q;, then kg,: X — X/Q; factors through
h: X = D, so that Hkg, + § factors through Hh - § and hence through h, since Hh-§ = d - h:

x — mx 2 gix/0)

Hgq
D—%5 HD

Since P; = ker(Hrg, + £), this implies that ker h is finer than P;.

(2) Next we prove by induction on i that ker h is finer than both P; and Q;, for all i = 0.
For i = 0, the claim for Qo = X X X is trivial, and the one for P, follows by (4.3). By
induction hypothesis ker(h) is finer than P;, thus by Lemma 4.6 also finer than Q,;; and
consequently by (4.3) also finer than Pj,.

(3) Now we are ready to prove the claim of the theorem. Let ¢: (X/Q;,£/Q;) — (D, d)
represent a quotient. Then ¢ - rg,: (X,£) — (D, d) represents a quotient of (X,§), so by
point (2) above, ker(q - k¢,) is finer than Q;. By Remark 2.4(1), Q; = ker(k(,) is also finer
than ker(q - Kg,), so h is an isomorphism, since kernels and their respective quotients are in
bijective correspondence. ]

Remark 4.10. Most classical partition refinement algorithms are parametrized by an initial
partition k7 : X —» X/Z. We start with the trivial partition ! : X — 1 because a non-trivial
initial partition might split equivalent behaviours and then would invalidate Theorem 4.9.
To accomodate an initial partition X/Z coalgebraically, replace (X, ¢) with the coalgebra
(&, k7)) for the functor H(—) X X/Z — indeed, already P, will then be finer than Z.

We look in more detail at two corner cases of the algorithm where the select routine retains
all available information, respectively none:

Remark 4.11. (1) Recall that H induces the final sequence:

H? 77

! H! i HY H™h
leHl e— H1 &— o & — H1 & g™ &

1

Every coalgebra £ : X — HX then induces a canonical cone f(i) : X > H'1 on the final
sequence, defined inductively by 5(0) =1 f(Hl) = Hﬁ(i) -£. The objects H"1 may be thought
of as domains of n-step behaviour for H-coalgebras. If C = Set and X is finite, then states x
and y are behaviourally equivalent iff £ (i)(:c) = 5(” (y) for all i < w [Wor05]. In fact, Worrell
showed this for finitary set functors, i.e. set functors preserving filtered colimits; equivalently,

a set functor H is finitary if for every x € HX there exists a finite subset m : Y >—= X and
y € HY such that x = Hm(y). Note that for finite coalgebras for an arbitrary set functor
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H, behavioural equivalence remains the same when we pass to the finitary part of H, i.e.
the functor given by

HyX = | J{Hm[Y]|m:Y>> X and Y finite}.

Indeed, to see this note that if two states in a finite coalgebra can be identified by a coalgebra
morphism into some H-coalgebra, then they can be identified by a coalgebra morphism into
a finite H-coalgebra. This is just by image factorization.

(2) The vertical inclusions P; > Q;4+1 in (4.1) reflect that only some and not necessarily
all of the information present in the relation P; (resp. the quotient X/P;) is used for further
refinement. If indeed everything is used, i.e., we have k;;; := idx/p,, then these inclusions
become isomorphisms and then our algorithm simply computes the kernels of the morphisms
in the canonical cone, i.e. Q); = ker f(z): we have gj+1 = kp, : X — X/P; for all 7, so the g
successively refine each other, so that ;41 = kerg;+1 = ker{qo, ..., qi+1) = kerq;41 = P;.

We show Q; = ker & @ fori >0 by induction on ¢, with trivial base case. For the inductive
step, note that from ker g; = ker ¢; and because ¢; is a regular epi we obtain a mono m such
that g;+1 = m - ¢;+1 by Remark 2.4(3); similarly, the induction hypothesis implies that we

have a mono n such that & @ =p. @;. Since H preserves monomorphisms, this implies that
Qiv1 = P = ker(Hgq; - §) = ker(Hm - Hg; - ) = ker(Hyg; - €)
= ker(Hn - Hq; - €) = ker(HED - €) = ker(¢"Y).

That is, when select retains all available information, then Algorithm 4.5 just becomes a
standard final chain algorithm (e.g. [KK14]). The other extreme is the following:

Definition 4.12. We say that select discards all new information at y, z if k = select(X s

Y7 ) factors through 2. Further, we call select progressing if z is an isomorphism whenever
select discards all information at y, z.

Example 4.13. (1) The select picking the smaller half in Example 4.4(1) is progressing.

We prove the contraposition: if the z in X 45 Y 35 Z is not an isomorphism, then a
subblock S € Y is found and by the size constraint there is a distinct block B € Y with
2(B) = z(Y). By the definition of k = select(y, z), we have k(B) =1 # 2 = k(S), and
so k cannot factor through z.

(2) The select routine that always returns idy for X 5Y Sz (Example 4.4(2)) is trivially
progressing: if idx factors through z, then z is a split-mono, and thus an isomorphism.

(3) The select routine that returns the terminal morphism 1Y — 1 or z: Y — Z always
discards all new information, and thus is not progressing (in non-singleton categories).

Theorem 4.14. If select is progressing, then Algorithm 4.5 terminates and computes the
simple quotient of a given coalgebra provided it has only finitely many quotients.

E.g. for C = Set, every finite coalgebra has only finitely many quotients.

Proof. (1) We first show that our algorithm fails to progress in the ¢ + 1-st iteration, i.e.
Q;41 = Q;, iff select discards all new information at X /P;, X /Q;.
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In order to see this, first note that select discards all new information at X /P;, X /Q; iff
gi+1 = kis1 + kp, factors through f; - kp, = kg, .

qi+1

(

X = X[P 5 Ky

/’I
X[Q;

Since ;41 is finer than ); by Lemma 4.6, it suffices to reason as follows: @); = ker g; is finer
than Q41 = ker{(g;, gi+1) iff Q; = ker(kg,) is finer than ker g;41 iff ¢;41 factors through kg,
(for the last step see Remark 2.4(4)).

(2) We proceed to prove the claim. Lemma 4.6 shows that we obtain a chain of
successively finer quotients X/@Q;. Since X has only finitely many quotients, there must
be an i such that @; = Q;4+1, and this implies, using point (1), that select discards all new
information at X /P;, X/Q;. The select routine is progressing, so we obtain P; = Q; as
desired. L]

5. INCREMENTAL PARTITION REFINEMENT

In the most generic version of the partition refinement algorithm (Algorithm 4.5), the
partitions are recomputed from scratch in every step: In Step 4 of the algorithm, P; 1 =
ker(H{q;, gi+1) - &) is computed from the information ¢ accumulated so far and the new
information ¢;;1, but in general one cannot exploit that the kernel of g; has already been
computed. We now present a refinement of the algorithm in which the partitions are
computed incrementally, i.e. P;;1 is computed from P; and ¢;;1. This requires the type
functor H to be zippable (Definition 5.1). The algorithm will see a further refinement in the
next section.

Note that in Step 3, Algorithm 4.5 computes a kernel Q;,1 = ker g;41 = ker(g;, gi+1) as
the intersection of ker(q;) and ker(g;) (cf. (2.1)). Hence, the partition X/ ker g;1; for such a
kernel can be computed in two steps:
(1) Compute X /ker g;.
(2) Refine every block in X /ker ¢; with respect to g;+1 : X — Kji1.
Algorithm 4.5 can thus be implemented to keep track of the partition X /Q; and then refine
this partition by ¢;4+1 in each iteration.

However, the same trick cannot be applied immediately to the computation of X/P;,
because of the functor H inside the computation of the kernel: Pj 1 = ker(H(q;, qi+1) - ).
In the following, we will provide sufficient conditions for H, a : D — A, b: D — B to satisfy

ker H{a,b) = ker(Ha, HD).
As soon as this holds for a = §;,b = ¢;41, we can optimize the algorithm by changing Step 4 to
Ps1 = ker(Hg; - €, Hgisy  €) (= P ker(Hgyen - €)). (5.1)
Definition 5.1. A functor H is zippable if the following morphism is a monomorphism:

(H(A+!"),H(!+B)

unzipy 4 gt H(A + B) ) H(A+1)x H(1+ B)
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Intuitively, if H is a functor on Set, we may think of elements ¢ of H(A + B) as shallow terms
with variables from A + B. Then zippability means that each t is uniquely determined by
the two terms obtained by replacing A- and B-variables, respectively, by some placeholder _,
viz. the element of 1, as in the examples in Figure 1.

ai as b1 as b2 Ynzip {al,ag,bl} unzip {{alvbl}a{a‘%bQ}} {{a17b2}7{a27b1}}
(CL16L2 -as-, j ({a17a277}a j unzip ({{alvf}v {a277}}7 unzip
~_by_by) o) L {{,bl},{,bz}}fj
(A) (=) is zippable (B) Pr is zippable (C) P¢Ps is not zippable

FIGURE 1. Zippability of Set-Functors for sets A = {a1,as, a3}, B = {b1,bs}

Lemma 5.2. Let H be zippable and f: A - C, g: B — D. Then the following is a mono:

H(A+g),H(f+B)

H(A+B) - L H(A+ D) x H(C + B)

Proof. By finality of 1, the diagram
H(A+ B)

(HCasg) s+ 5) |
H(A+ D)x H(C + B)

unzjp
H,A,B=(H(A+!) H('+B)
*B))

H(A+!)xH(!+B)

H(A+1)x H(1+ B)
commutes. Since the diagonal arrow is monic, so is (H(A + g), H(f + B)). L]

In the following, we work in C = Set. However, most proofs are category-theoretic to
clarify where working in Set is really needed and where the arguments are more general.

Example 5.3. (1) Constant functors X +— A are zippable: unzip is the diagonal A — A X A.

(2) The identity functor is zippable since (A+!,!+ B) : A+ B —» (A+1) x (1 + B) is monic
in Set.

(3) From Lemma 5.4 it follows that every polynomial endofunctor is zippable.

Lemma 5.4. Zippable endofunctors are closed under products, coproducts and subfunctors.

(Recall that products and coproducts of functors are formed pointwise, e.g. (Hy + Hy)(X) =
H X + HQX)

Proof. Let F, G be endofunctors.
(1) Suppose that both F' and G are zippable. That F' X G is zippable follows from monos
being closed under products:

unzipg 4 pXUnzipg A B

F(A+B)XG(A+B) »——> F(A+1)x F(1+B)xG(A+1)xG(1 + B)

IR
{ (F(A+1)xG(A+1))x (F(1+ B)xG(1+ B))

Unzippxg,4,B
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(2) Suppose again that F' and G are zippable. To see that F' + G is zippable consider
the diagram below:

unzipgp 4 g+Unzipg 4B

F(A+B)+G(A+B) ———— (F(A+1)x F(1+ B)) + (G(A+ 1) X G(1 + B))
Jmr+m),(ma+ma))
(F(A+1)+G(A+1))x (F(1+ B) + G(1 + B))

UnZippxc, A, B

The horizontal morphism is monic since monos are closed under coproducts in Set. The
vertical morphism is monic since for any sets A; and B;, ¢ = 1,2, the following morphism
clearly is a monomorphism:

(my+m1),(m2+72))

(A; X By) + (A3 X By) ( (A; + Ap) X (B + By)

(3) Suppose now that F' is a subfunctor of G via s : F'>—> G, where G is zippable. Then
the following diagram shows that F' is zippable, too:

unzipp 4 B

F(A+ B) F(A+1)x F(1+ B)

SAXBI lSA+1><S1+B

G(A+ B) m22PGAP | A 4 1) x G(1 + B) 0
)

Lemma 5.5. If H has a componentwise monic natural transformation H(X +Y)>> HX X
HY , then H is zippable.

Proof. Let axy : H(X +Y)>> HX X HY be monic and natural in X and Y. Then the
square

unzip=(H(A+!),H(!+B))

H(A+ B) H(A+1)x H(1+ B)
OéA,BI lOéAJXOél,B
HAx HB »—HAIHYAB) - op ) o H1Y x (H1 x HB)

commutes by naturality of a. The bottom morphism is monic because it has a left inverse,
w1 X my. Therefore, unzip is monic as well. []

Example 5.6. (1) For every commutative monoid, the monoid-valued functor M ) admits

a natural isomorphism MEY) = 0 M(Y), and hence is zippable by Lemma 5.5.

(2) As special cases of monoid-valued functors we obtain that the finite powerset functor Py
and the bag functor B; are zippable.

(3) The distribution functor D (see Example 2.6) is a subfunctor of the monoid-valued

functor IR(ZB) for the additive monoid R of real numbers, and hence is zippable by
Item (1) and Lemma 5.4.

(4) The previous examples together with the closure properties in Lemma 5.4 show that
a number of functors of interest are zippable, e.g. 2 X (—)A, 2 X P(—)A, P(AX(-)),

2 X ((—) + 1)A, and variants where P is replaced by By, M(_), or D.
Remark 5.7. Out of the above results, only zippability of the identity and coproducts of

zippable functors depend on our assumptions on C (see Assumption 2.2). Indeed, zippable
functors are closed under coproducts as soon as monomorphisms are closed under coproducts,
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which is satisfied in most categories of interest. Zippability of the identity holds whenever
C is extensive, i.e. it has well-behaved set-like coproducts (see e.g. [CLW93]). Examples of
extensive categories are the categories of sets, posets and graphs as well as any presheaf
category. We will take a closer look at extensive categories when we discuss multisorted
coalgebras (Section 7).

Example 5.8. The monotone neighbourhood functor mapping a set X to
M(X)={NcPX|Ae NAB2A = BeN}

is not zippable. There are neighbourhoods which are identified by unzip; indeed let A =
{ai,as}, B = {by, by} and denote by (—)1 the upwards-closure:

unzip ({{a1, b1}, {ag, b2}} 1) = ({{as, #}, {ag, #}}1, {{*, b1}, {*,02}}1)

unzip ({{ala b2}7 {a25 bl}} T) .

Example 5.9. The functor P¢P; fails to be zippable, as shown in Figure 1. First, this
shows that zippable functors are not closed under quotients, since Pr is a quotient of the

polynomial, hence zippable, functor HX =[] . X". Secondly, this shows that zippable
functors are not closed under composition.

n<w

The following example shows that the optimized algorithm is not correct for the non-
zippable functor P¢Ps, even though the select routine used here (see Example 4.4(1)) behaves
sufficiently well (specified later in Definition 5.12 and cf. Corollary 5.18).

Example 5.10. Consider the following coalgebra £ : X — HX for HX =2 X PP X:

./ ./
/ T a3 ——H>e—— Qg b / T b3 4)0%

1

\./ ay \./ by

T, *MH. T by ——e—— by,
States = with 7 (£(x)) = 1 are indicated by a circle. When computing only
(5.1) _
Pt = Py = ker(HG; - €, Hgyyr - €) = ker P, 0 ker(Hg;s1 - €)

instead of ker( H{q;+1,q;) - £), then the states a; and b; are not distinguished, although they
are behaviourally inequivalent.

If we simplify the partitions by defining abbreviations for the circle and non-circle states
without successors as well as the rest,

F:={ay,a7,b2,b6}, N :={ay,a6,bs,b7} and C :={ay,as,a5,b1,b3,b5},

running the optimized algorithm, i.e. computing @; and Pi', the result is the following
sequence of partitions.

i g X/Qi X/P;

0 11X -1 {x} {F,N,C}

1 kp: X —>X/P {F,N,C} {F,N,{a1,b1},{as,bs}, {as, bs}}
2 Xﬁll,bl}iX -3 {F,N,{a1,b1},{as, b5, a5,b3}}  {F,N,{a1,b1},{as, b5}, {as, b3}}
3 XEZ?ZZE}GS’bB}iX — 3 {F,N,{a1,01},{as, b5}, {as,bs}} {F,N,{a1,b1},{as,bs},{as,bs}}
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(A) Qo, Py for qp =! (B) Q1, P for ¢4 = kp,

FIGURE 2. Partitions of a coalgebra & for H = {A,m, e} X P(—). X/Q; is
indicated by dashed, X/P; by solid lines.

@ D@E@ ) X/ =X
@Ccz c3 S1 1 tg) X /ker xg
@@E 5 68 e

FIGURE 3. Grouping of elements when S := {c;} is chosen as the next
subblock and C' := {c1, ¢y} as the compound block.

Note that in step ¢ = 3 the result is the same for S' := {as,bs}, and also if we split by
{az,bs} in step 2 and by {a1,b;} in step 3. For S = {a3, b5} as in the above table, {a1,b} is
not split in X/P3 because:

as,bs,as5,b as,bs,as5,b
Hxiai,b:} bl §(ar) = Hxiai,b:} ’ 3}{{a27a3}7 {as, a5}}
= {{0.2}.{0,1}}
{{0,1}.{0,2}}
as,bs,as5,b az,bs,a5,b
= HXEa;bi} ° 3}{{[)271)3}7 {b47b5}} = HXEa;b:} :bal . é(bl)

At this point the algorithm terminates because X/Qs = X/P,, while incorrectly not distin-
guishing a; and b;.

Observe that, in general, ker H{a, b) differs from ker(Ha, Hb) even if H is zippable; e.g. for
H =P and for m, m denoting binary product projections, (P71, Pma) in general fails to be
injective although P(m,m) = Pid = id.

Hence, in addition to zippability of H, we will need to enforce constraints on the select
routine to achieve the desired optimization (5.1).

The next example illustrates this issue, and a related one: One might be tempted to
implement splitting by a subblock S by using the usual characteristic function ¢; = xg.
While this approach is sufficient for systems with real-valued weights [VF10], it may in
general let ker(H(q;, q;iv1) + ) and ker(Hgq; - £, Hg;,1 - €) differ even if H is zippable, thus
rendering the algorithm incorrect:

Example 5.11. Consider the coalgebra £: X — H X for the zippable functor H = { A, ®, e} X
Pe(—) illustrated in Figure 2 (essentially a Kripke model). The initial partition X /P, splits
the set of all states by shape and by %!, i.e. states with successors are distinguished from
the ones without successors (Figure 2a). Now, suppose that select returns &, := idx/p,, i.e.
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retains all information (cf. Remark 4.11), so that Q1 = Py and P; puts ¢; and ¢, into different
blocks (Figure 2b). Since gy = !, we have ker §; = ker ¢; and thus simplify notation by directly
defining q; := kp,. We now analyse the next partition that arises when we split w.r.t. the
subblock S = {c¢1} but not w.r.t. the rest C'\ S of the compound block C = {¢1, ¢ca}; in other
words, we take kg 1= X{ie)) ¢ X/P1 = 2, making go = x{¢,} : X = 2. Then, H{G1,¢2) - &
splits #; from t9, because t; has a successor co with q;(co) = {c1,c2} and ga(cy) = 0 whereas
ts has no such successor. However, t1,to fail to be split by (Hq, Hga) - £ because their
successors do not differ when we look at successor blocks in X/Qq and X /ker xg separately:
both have {c1, s} and {c3} as successor blocks in X/Q; and {c1} and X \ {c1} as successors
in X /ker xg. Formally:

Hqy - &(t1) = (id X Perp,) - €(t1) = (A, {{c1, 2}, {e3}}) = Hau - &(t2)

Hgy - £(t1) = (id X Prxie,)) - €(t1) = (A, {0,1}) = Hgy - £(2)
So if we computed P, iteratively as in (5.1) for go = xg, then ¢; and t5 would not be split,
and we would reach the termination condition P, = Q9 before all behaviourally inequivalent
states have been separated.

Already Paige and Tarjan [PT87, Step 6 of the Algorithm] note that one addition-

ally needs to split by C'\ S = {c3}, which is accomplished by splitting by ¢; = Xg (see
Example 4.4(1)). This is formally captured by the condition we introduce next.

Definition 5.12. A select routine respects compound blocks if whenever k = select(X S
Y S Z) then the union ker z U ker k is a kernel.

Since in Set, reflexive and symmetric relations are closed under unions, the definition boils
down to ker z U ker k being transitive. We can rephrase the condition more explicitly:

Lemma 5.13. Fora: D — A, b: D — B in Set, the following are equivalent:

(1) kera Ukerb 3 D is a kernel (i.e. an equivalence relation).

(2) kera U kerb =3 D is the kernel of the pushout of a and b.

(3) For all z,y,z € D, a(z) = a(y) and b(y) = b(z) implies a(z) = a(y) = a(z) or
b(z) = b(y) = b(2).

(4) For allx € D, [x], € [x]p or [x], € [7]a-

The last item states that when we move from a-equivalence classes to b-equivalence classes,
the classes either merge or split, but do not merge with other classes and split at the same
time. Note that in Figure 3, ()1 U ker x g fails to be transitive, while ()1 U ker Xg is transitive.

Proof. (4) = (1) In Set, kernels are equivalence relations. Obviously, kera U ker b is both
reflexive and symmetric. For transitivity, take (z,y), (y,z) € kera U kerb. Then z,z €
[y]a Y lyle- I [y]s € [y]p, then x,2z € [y], and (z, z) € ker b; otherwise (x, z) € kera.

(1) = (2) In Set, monomorphisms are stable under pushouts, so it is sufficient to show
that ker a U ker b is the kernel of the pushout of the regular epis from the image factorization
of a and b, respectively. In other words, w.l.o.g. we may assume that a and b are surjective
maps, and we need to check that kera U kerb is the kernel of p := p4 - a = pg - b, where py
and ppg are the two injections of the pushout below:

D—2%» A

d |

B p—BTP.
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Let kera U kerb be the kernel of some y: D — Y. Then, y makes the projections of kera
(resp. kerb) equal and hence the coequalizer a (resp. b) induces a unique y4 (resp. yg):

st

r T v ™
kera‘—>keraUkerb%%DLY kerb_>—>DLY
L MR 0 " 0
| |
- N :El.yA x :EI.yB

A B

Because of yg - b=y =ya-a, (ya,yp) is a competing cocone for the above pushout. This
induces a cocone morphism yp : (P,pa,p) = (Y,ya,yr), and we have

YypP=YpP ' PA QG =YAa* Q=Y.
With this, we are ready to show that kera U ker b is a kernel for p. Consider two morphisms
c1:C—>D,cog:C - Dwith p-cy =p-cy, then we have

y-aa=yp-p-C1=yYyp-p-C2=yY-Ca.
This induces a unique cone morphism C' — kera U ker b as desired.

(2) = (3) Take x,y,z € D with a(z) = a(y) and b(y) = b(z). Then a(z) and b(z) are
identified in the pushout P:

p(x) =pa-alz) =pa-aly) =pp-b(y) = pp - b(z) = p(z).
This shows that (x, z) lies in ker a U ker b, hence we have that a(x) = a(z) or b(x) = b(z).
(3) = (4) For a given y € D, there is nothing to show in the case where [y], S [y]s.
Otherwise if [y], ¢ [y]p, then there is some x € [y],, i.e. such that a(z) = a(y), with
b(x) # b(y). Now let z € [y], i.e. b(y) = b(z). Then, by assumption, a(z) = a(y) = a(z) or
b(x) = b(y) = b(z). Since the latter does not hold, we have a(y) = a(z), i.e. z € [yl,. [

Example 5.14. All select routines in Example 4.4 respect compound blocks. To see this,
let k = select( X —»Y —»Z).

(1) For SeY and C:=[S],, k:= X{CS} respects compound blocks by Lemma 5.13(4):
e Forpe Y \C, z(p) #+ 2(S) and so [p]. €Y \ C = [p].
e For pe C, z(p) = 2(S) and so [p]x € C = [p]..

(2) The select routine returning the identity respects compound blocks, because for any
morphism a : D — A, keridp U kera = kera is a kernel.

(3) The constant k = ! respects compound blocks, because for all p € Y: [p], €Y = [p]..

Lemma 5.15. Let a:C — A, b:C' — B such that kera U kerb is a kernel, then there exist
appropriate sets and maps making the following diagrams commute:
(a.6) 1o Alvea 1 cg+B' o) 1
( NS A+A «——A+B — B +B
¢ 25 A+B 25 AxB H l’” H

A"t  AxB—"2 B

Proof. Define the sets
Ca={zeC|[z], < [z]}, Cp={ze€C|[z], 2 [z},
A= {lzla | z € Cu}, B'={[x], | € Cg}.
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By Lemma 5.13, C' = C4 + Cg. Next define q = d+bv 0= Cp+Cp — A+ B', where
a' and b are the obvious restrictions of a and b, respectively. Now define A=A \ A,
B':= B\ B' and
ca(lz]p) = a(z) and cp([z].) = b(x).

The functions are well-defined by definition of C'4 and Cg. The codomain of ¢4 restricts to
A', because a(z) € A' implies that [2], € [2], contradicting 2 € Cz — and the codomain
cp restricts to B', analogously. Hence, (idgr +cq) g=aand (cg+idp)-q=b, and so m is
induced by the product A X B making both desired diagrams commute. []

Proposition 5.16. Let a:D — A, b:D — B such that kera U kerb is a kernel, and let
H : Set — D be a zippable functor. Then we have
ker(Ha, Hb) = ker H{a,b). (5.2)

Proof. Using the additional data as provided by Lemma 5.15, we note that the following
diagram commutes:

HD Hia,b) H(Ax B)
HQJ/ Hm J}Hﬂ-l’Hﬂ—Q)
H(A + B) HA +AYxHB' +B'"Y) == HAx HB

(H(A'+c4),H(cg+B")

Note that the composition on the bottom is a mono, because H is zippable (cf. Lemma 5.2).
Hence, Hm is a mono as well. We can conclude using Remark 2.4(2) for the last two
equations below:

ker(Ha, Hb) = ker ((Hmy, Hma) - H(a,b)) = ker(Hgq) = ker H{a, b). O
Theorem 5.17. If H : Set — Set is zippable and select respects compound blocks, then
optimization (5.1) is correct.
Proof. Correctness of (5.1) means that
Piy1 = Plyy = ker(H(Gi, gi1) - €) = P 0 ker(Hgq - €).

Indeed, for H zippable, k; as in Algorithm 4.5 and f; : X /P; = X [Q; witnessing that P; is
finer than ();, we have:

select respects compound blocks
= ker f; U ker k;,1 is a kernel
5.16
= ker(H f;, Hk;1) = ker H(f;, kiz1)
2.4(5)
= ker((H fi, Hkis1) - Hep, - §) = ker(H( fi, kis1) - Hep, - £)

=  Pynker(Hgs1 - &) = ker ((Hg; - & Hgir1 - €)) = ker (H(Gi, giv1) - €)
= ker (HGi+1 - €) = Piq []
Theorem 4.14 now yields:
Corollary 5.18. Suppose that H is a zippable endofunctor and that select respects compound

blocks and is progressing. Then Algorithm 4.5 with optimization (5.1) terminates and
computes the simple quotient of a given finite H -coalgebra.
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Remark 5.19. Note that all results in this section can be formulated and proved in a
Boolean topos C in lieu of Set, e.g. the category of nominal sets and equivariant maps. In
particular, the set theoretic statements in Lemma 5.13 and Lemma 5.15 can be formulated
in the internal language of a Boolean topos, i.e. the ordinary set theory ZF (with guarded
quantifiers only) without the axiom of choice, but with the law of excluded middle. An
detailed definition and discussion of this language can be found in e.g. Mac Lane and
Moerdijk [LM92].

6. EFFICIENT CALCULATION OF KERNELS

In Algorithm 4.5, we left many details unspecified, especially how to compute kernels. We
now proceed to define a more detailed algorithm parametric in a refinement interface for
the given type functor. This interface is aimed towards an efficient implementation of the
refinement step in the algorithm. Specifically, from now on, in lieu of a coalgebra we split
along a map £: X - HY w.r.t. a subblock S € C € Y/Q, and need to compute the changes
to the partition X /P arising from splitting the compound block C' into S and C'\ S within
Y /Q. Throughout this section we work in Set and, in order to have such a subblock situation
S ¢ C and to obtain a low complexity, we fix the select routine given in Example 4.4(1).

The low complexity of Paige-Tarjan-style algorithms hinges on the refinement step
running in time O(|pred[ S]|), where pred(y) denotes the set of predecessors of a y € Y in
the given transition system. In order to speak about “predecessors” w.r.t.amapé: X — HY,
a refinement interface for H will provide an encoding of £ as a set of states with successor
structures encoded as bags (implemented as lists up to ordering; recall from Example 2.6(3)
that BgZ denotes the set of bags over Z) of A-labelled edges, where A is an appropriate
label alphabet. Moreover, this interface will allow us to analyse the behaviour of elements of
X w.r.t. the splitting of C into S and C'\ S simply by looking at elements in S.

Definition 6.1. A refinement interface for a Set-functor H is formed by a set A of labels, a
set W of weights and functions

b:HY — Bi(AXY), init : H1 X B A - W,
w:PY - HY - W, update : BEAX W - W x H3x W

such that for every S € C' € Y, the diagrams

(w(S),Hx§ w(C\S))
HY HY 1

s | K(Y) trauten|

HlXBiA —" W By(AXY)XW BiA X W

commute, where filg : Be(AXY) — B;(A) is the filter function filg(f)(a) = ZyeS f(a,y) for
ScY.

(6.1)

filg xW update
—_—

WxH3XW

The significance of the set H3 is that when using a set S € C' € X as a splitter, we want to
split every block B in such a way that it becomes compatible with S and C'\ S, i.e. we group
the elements s € B by the value of ng -&(s) € H3. The set W depends on the functor.
But in most cases W = H2 and w(C) = Hx¢ : HY — H2 are sufficient.

In an implementation, we do not require a refinement interface to provide w explicitly,
because the algorithm will compute the values of w incrementally using (6.1), and b need
not be implemented because we assume the input coalgebra to be already encoded via b:
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Definition 6.2. Given an interface of H (Definition 6.1), an encoding of a morphism
£: X — HY is given by a set £ and maps

graph: £ - X X AXY type: X — H1
such that (b - &(x))(a,y) = |{e € E | graph(e) = (z,a,y)}|, and with type = H! - £.
Intuitively, an encoding presents the morphism £ as a graph with edge labels from A.

Lemma 6.3. Every morphism & : X = HY has a canonical encoding where E is the obvious
set of edges of b - &+ X » By(AXY). If X is finite, then so is E.

Proof. Define E as follows. Compose £ with b and the inclusion into the set of all maps
AXY - IN:

X —S5 HY —2 5 Bi(AxY) = N 5 n4,

Its uncurrying is a map cnt : X X A XY — IN, and we let
E:= U ent(e),
e€EXXAXY

where each cnt(e) € IN is considered as a finite ordinal number. By copairing we then obtain
a unique morphism graph : £ - X X A X Y defined on the coproduct components as

cnt(e)—!>1i>X><AxY,

and we put type = H! - £. Note that if X is finite, then so is E, since all b - £(x) are finitely
supported. []

Example 6.4. In the following examples, we take W = H2 and w(C) = Hx¢c : HY — H2.
We use the helper function val := (H(= 2),id,H(= 1)) : H3 - H2 X H3 X H2, where
(= x) : 3 > 2 is the equality check for z € {1,2}, and in each case define update = val - up
for the function up : BfA X H2 — H3 is defined individually for every functor. We implicitly
convert sets into bags.

For the verification of (6.1) note that, in general, for S € C' € Y, we have val ng =
(Hxs, ng,HXC\S). Hence, to verify the axiom for update = val - up it suffices to verify
that up - (filg - b, Hxc) = ng; in fact, using w(C) = Hx¢c we have:

update - (filg - b, w(C)) = val - up - {fils - b, Hx¢)
=val - ng

C
= (HX57HXS7HXC\S>
C
= (w(S)aHX.S'?w(C \ S))
(1) For the monoid-valued functor H = G(_), for an Abelian group (G, +,0), we take
labels A = G and define b(f) = {(f(y),y) | y € Y, f(y) # 0} (which is is finite because f
is finitely supported). With W = H2 = G X G, the weight w(C) = Hx¢c : HY - G X G

assigns to f € HY = G the pair of accumulated weights of Y\ C and C under f. Then
the remaining functions are

init(hi,e) = (0,2e) and up(e, (r,c)) = (r,c— e, 2e),

where Y : B;G — G is the obvious summation map.
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Indeed, for any f € HY = G(Y)7 we have:
init(H1(f), Bemy - b(f)) = (0, ¥ By - b(f))
=(0.) £@) = (0. f()) = Y1) = w(¥)(F),

y€eyY, yeY
f(y)#0

up(fils(b(£)), Hxe(£)) = up({f(v) |y € SL(Y f(w).Y f(v)))

yeY \C yeC

=(Y W)Y fw =Y fw).Y @)

yeY\C yeC yeS yeS

= (D FW). Y FW). Y FW) = HXS(f):

yeY\C  yeC\S yeS

(2) Similarly, from the interface for R we can derive for the to the distribution functor

D, a subfunctor of ]R(ZB), the following init and up functions:
init(hy,e) = (0,1) € D2 C [0, 1:|2 and up(e, (r,c)) = (r,c — Xe, Xe),

if the latter lies in D3, and up(e, (r,¢)) = (0,0, 1) otherwise.
The axiom for init clearly holds since for every f € DY, we have XBm - b(f) =

Zer f(y) = 1

The axiom for up is proved as in the previous example; in fact, note that for an f € DY
all components of the triple ( Yyerie F(W)s Y yeans F(U): X yes f(y)) are in [0,1] and their
sum is ) oy f(y) = 1. Thus, this triple lies in D3 and is equal to DX (f).

(3) Similarly, one obtains a refinement interface for By = ]N(_), adjusting the one for Z(_);

in fact, init remains unchanged and up(e, (r,¢)) = (r,c — Xe, 2e) if the middle component is
a natural number and (0,0,0) otherwise.

To verify (6.1) for the refinement interface for N we argue similarly as in example (2)
above: if f lies in N then ZyEY f(y) lies in IN and so do the components of the triple in

the proof of the axiom for up, whence we obtain ]N(Xg)(f).

(4) Given a polynomial functor Hy, for the signature ¥ with bounded arity (i.e. there
exists an upper bound on the arity of operation symbols in X), the labels A = IN encode the
indices of the parameters:

b(o-(yla"wyn)) = {(17y1)7"'7(n?yn)} init(0(07"'70)af) = 0-(17"'71)
up(I,0(by,...,b,))=0c(by+(1€I),....0;+(€I),....b,+(ne€I))

Here b; + (i € I) means b; + 1 if 7 € I and b; otherwise. Since I is the set of indices of the
parameters in the subblock, ¢ € I happens only if b; = 1.
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Let t = 0(y1,...,yn) € HyY with o of arity n, let ¢; = xc(y;), and I = {1 <i<n
y; € S}. Then we have:

init(Hs!(t), Bemy - b(t))

init(c(0,...,0), Bemi ({(1,41),..., (n,9,)}))
init(c(0,...,0),{1,...,n}) =0o(1,...,1)

a(xy (1) - xy (Yn)) = Hexy (1)
up(fils({(L, 1), -+, (N, yn)}), 0(ers - oo s cn))
up(I,o(cq,...,c,))
olcr+(1el),....c;+(iel),....c,+(nel))

up(fils - b(£), Hexc (1))

C C C
= U(XS (y1)7 - XS (y2)7 s 7X5(yn))
C
= Hyxs(1).
In the penultimate step we use that:

G EY\C = c+(Gel)=0+0=0=xS),
y €C\S = ¢+(€l)=1+0=1=x5(y),
yi €S = g+Gel)=1+1=2=x5(y).

The functor-specific w(C') can not always be Hxc, but there is the following connection:
Proposition 6.5. For any refinement interface, Hxc = H(= 1) - mo - update(@) - w(C).
Proof. The axiom for update and definition of fily makes the following diagram commute:

Yy

Hxc
(w(e),ng,w(O\e»

(2!, w(C))| (b-filg,w(C))

update H(=1)

T2

BeAx W WX H3XW H3 H2 L]

One example where W = H2, and thus w(C') = Hx¢, does not suffice is the powerset functor
P: Even if we know for a ¢t € PY that it contains elements in C €Y, in S € C, and outside
C (i.e. we know Pxs(t), Pxc € P2), we cannot determine whether there are any elements
in C'\ S — but as seen in Example 5.11, we need to include this information.

Example 6.6. The refinement interface for the powerset functor needs to count the edges
into blocks C' 2 S in order to know whether there are edges into C'\ S, as described by Paige

and Tarjan [PT87]. What happens formally is that the interface for N s implemented
for edge weights of at most 1, and then the middle component of the result of update is

adjusted. So W = IN(Q), A = IN (but only the weight 1 will appear), and the encoding
b:PY = Bi(1XY) - B(INxY) is the obvious inclusion. Then

init(h1,6) = (Oa |€|)
w(C)(M) = Bexe(M) = (IM\ C|,|C n M)
update(n, (r,¢)) = (Be(=2), (> 0)*, Be(=1))(r,c = |nl, |n])

= ((r+c—|nl,In]), (r 5 0,c = |n| 5 0,|n] 5 0),(r + |n],c— |n])),
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where z > 0is 0 if z = 0 and 1 otherwise.
To verify (6.1) we prove the axiom for init is analogously as for N in the proof for
Example 6.4(1).

Note that we have update = (]N(:2), (' 0)? ]N(zl)) - up, where up: B;IN X N® - N®

is as for N7, Now, we need to show the diagram below commutes:
(
Py = BY) ings

(b,lN(XC)-in]}g)l
C))
()

(2) \ON
Bi(NXY)x N/ «—— N

fiISx]N(Z)l ]N(Xg)l (]N(:Q),id,]N(:l)) ) ,
=val id 0 id
BNxN® o NO T N@ o Ny @ O 2) m3) @
L 7

update

The inner left-hand triangle clearly commutes. The square below it involving up and the
middle lower triangle commute as shown in Example 6.4.1. The first and the third component

of the remaining right-hand part clearly commute, and for the second component let f € BY)
and compute as follows:

Bxg(f)=( \ ) f(y),\/f(y))

yeY'\C yeC\S yeES

- (o <Y ing- f(y), 0<) ing-f(y), 0<) ing-f(y)

yeY\C yeC\S yeSs
=G0 (gm () g, Y aw). Y gw))-inn(f)
yeY\C yeC\S yeSs

C
= (57 0)* - NOS) L ing(£).

Assumption 6.7. From now on, we assume that H : Set — Set is given together with a
refinement interface such that init and update run in linear time, H3 is linearly ordered, and
its elements can be compared in constant time.

Remark 6.8. We implictly make the usual assumptions on our computational model,
namely that integers can be stored in atomic memory cells and the usual operations on
them, e.g. addition and comparison, run in constant time.

Example 6.9. The refinement interfaces in Examples 6.4 and 6.6 satisfy Assumption 6.7.

Remark 6.10 (Details for Example 6.9). For all those examples using the val-function from
Example 6.4, first note that val runs in linear time (with a constant factor of 3, because val
essentially returns three copies of its input). Hence update runs in linear time if up does.

For all the monoid-valued functors G'™) for an abelian group, for IN and for D, all the
operations, including the summation e, run in time linear in the size of the input. If the

elements g € GG have a finite representation, so do the elements of G(Q); thus comparing
elements of g1, 9o € G can be performed in constant time.
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For a polynomial functor Hy, with bounded arities, we assume that operation symbols
o € ¥ are encoded as integers; so we can assume that comparison of operation symbols runs
in constant time. Since the signature has bounded arities, the maximum arity present in X
is independent of any given morphism X — HxY, so the comparison of the arguments of
two flat Y-terms ¢1,%9 € Hx3 runs in constant time as well.

(1) The first parameter of init is of type Hx1 and can be encoded by an operation
symbol o, i.e. by an integer. Let ¢ € Hx:2 be fixed. Then we explicitly implement

arity o many

——
. o(l,...,1) if arity(o) = | f]
init(o, f) = )
t otherwise.
Both the check and the construction of o(1,...,1) run in time linear in the size of f € BN

or constant time in the second case since t was fixed beforehand.

(2) In up(Z,0(by,...,b,)), we cannot naively check all the 1 € I,...,n € I queries,
since this would lead to a quadratic run-time. Instead we precompute all the queries’ results
together.

1: Define an array elem with indices 1...n, where each cell stores a value in 2.
2: Initialize elem to 0 everywhere.
3: for i € I with i <n do elem[i]:=1.
4: return o(by +elem[1],...,b, + elem[n]).
The running time of every line is bound by |I| + n.

Remark 6.11. In the implementation, we encode the partitions X /P, Y/Q as doubly linked
lists of the blocks they contain, and each block is in turn encoded as a doubly linked list of
its elements. The elements x € X and y € Y each hold a pointer to the corresponding list
entry in the blocks containing them. This allows removing elements from a block in O(1).

The algorithm maintains the following mutable data structures:

e An array toSub : X — B;F, mapping x € X to its outgoing edges ending in the currently
processed subblock.

e A pointer mapping edges to memory addresses: lastW : £ — IN.

o A store of last values deref : N — W.

e For each block B a set of markings markg € B X IN.

Notation 6.12. In the following we write e = z — y in lieu of graph(e) = (z,a,y).

Definition 6.13 (Invariants). Our correctness proof below establishes that the following
properties hold before and after each call to our splitting routine; we call them the invariants:

(1) For all x € X,toSub(z) = @, i.e. toSub is empty everywhere.

(2) For e; = x; &, yi,i € {1,2}: lastW(ep) = lastW(ey) & w1 = 25 and [yl],{Q = [yQ]HQ.
(3) For every e = x — y and C := [Y]e, € Y/Q, we have w(C,&(x)) = deref - lastW(e).
(4) For every x1,29 € B € X/P and C € Y/Q, we have (z1,x5) € ker(Hxc - £).

In the following code listings, we use square brackets for array lookups and updates in order
to emphasize they run in constant time. We assume that the functions graph : £ - X X AXY
and type : X — H1 are implemented as arrays. In the initialization step the predecessor
array pred : Y — PiE, pred(y) = {e € E | e = © = y} is computed. Sets and bags are
implemented as lists. We only insert elements into sets not yet containing them.
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We say that we group a finite set Z by f : Z — Z' to indicate that we compute
[—]¢. This is done by sorting the elements of z € Z by a binary encoding of f(z) using any
O(|Z]-log | Z|) sorting algorithm, and then grouping elements with the same f(z) into blocks.
In order to keep the overall complexity for the grouping operations low enough, one needs to
use a possible majority candidate during sorting, following Valmari and Franceschinis [VF10].
The algorithm computing the initial partition is listed in Figure 4.

INITIALIZATION
1: foreeE,e=mi>ydo
2: add e to toSub[z] and pred[y].
3: for z € X do
4: px := new cell in deref containing init(type[x], Bi(m - graph)(toSub[z]))
5: for ¢ € toSub[z] do lastW[e] = px
6 toSub[z] := @
7. X/P:= group X by type: X —» H1,Y/Q:={Y}.

FIGURE 4. The initialization procedure

Lemma 6.14. The initialization procedure runs in time O(|E| + | X| - log | X|) and the
result satisfies the invariants.

Proof. The grouping in line 7 takes O(| X | -log | X|) time. The first loop takes O(|E|) steps,
and the second one takes O(|X| + |E|) time in total over all x € X since init is assumed to
run in linear time. For the invariants:

(1) By line 6.

(2) After the procedure, for e; = x; SN yi,t € {1,2}, lastW(ey) = lastW(ep) iff z; = 29
(while [y1]x, = [¥2]k, trivially holds).

(3) This is just the axiom for init in (6.1), because Y/Q = {Y'} and deref - lastW(e) =

init(type(z), Bymy - b - £(z)).
(4) Since ker(Hyy - &) = ker(H! - £), this is just the way X/P is constructed. (]

The algorithm for a single refinement step along a morphism £ : X — HY is listed in
Figure 5. It receives as input the two current partitions X/P and X/Q of the set of states,
where the former partition is finer than the latter, a subblock S € X /P and the compound
block C' € X/Q it is contained in.

In the first part, all blocks B € X /P that have an edge into S are collected, together
with vy € H3 which represents H Xg - &(x) for all z € B that have no edge into S. For each
x € X, toSub[z] collects the edges from z into S. The markings markp list those elements
2 € B that have an edge into S, together with a pointer to w(C, x).

In the second part, each block B with an edge into S is split w.r.t. ng - £. First, for
any (z,pc) € markg, we compute w(S,z), v* = ng -&(x), and w(C'\ S, z) using update.
Then, the weight of all edges + — C'\ S is updated to w(C \ S,z) and the weight of all
edges © — S is stored in a new cell containing w(S, z). For all unmarked = € B, we know
that ng +&(2) = vg; so all  with v* = vy stay in B. All other = € B are removed from B
and distributed to new blocks w.r.t. v".

Lemma 6.15. Assume that the invariants hold. Then after part (a) of Figure 5, for the
given S € C € Y/Q we have:
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(1) For allx € X: toSub(z) = {e € F | e=z5yyeS}
(2) For allx € X: filg - b - &(x) = Be(ms - graph)(toSub(x)).
(3) M: X/P — H3 is a partial map defined by
M(B) = ng -&(x), if x € B and there exists an e = x % with y €S,

and M (B) is undefined otherwise.
(4) For each B € X|P, we have a partial map markg : B = IN defined by

markg(x) = lastW(x) if there ewists some e = x 5 y withy € S,

and markg s undefined otherwise.
(5) If defined on x, deref - markg(z) = w(C,&(x)).
(6) If markg is undefined on x, then filg(b - £(z)) = @ and then ng -&(x) = ng -&(x).

Proof. (1) By lines 2 and 11,
toSub(z) = {e € pred(y) | y € S,e = z 5 y}
={e€E|yeSe=a>y}

(2) fils(b - &(@))(a) = ) (b-&(@))(ay) = ) He€ Ele=z =y}
yeSs yeS
={e€Ele=25yyeS}.
(3) By construction M is defined precisely for those blocks B which have at least one element
z with an edge e = z — y to S. Let C = [y]e, € Y/Q. Then by invariant (3) we know

SPLIT(X/P,Y]Q,S € C € Y/Q) 12: for (B,vy) € M do
1: M:=@ € X/Px H3 13: Byp:i=@ S X X H3
2: for y € S, e € pred[y] do 14: for (z,pc) in markg do
3 zSyi=e 15: l :=$fo(772;graph)(toSub[ac])
4 Bi=block with = € B € X/P 16: (wg, ", weyg) 1= update(¢, deref[pc])
5: if markp is empty then 17: deref[pc]:= wé\s
6: we: 2= deref - lastW[e] 18: pg := new cell containing wyg
7 Vg i= Ty - update(@, w) 19: for e € toSub[z] do lastW[e] :=pg
8 add (B,vg) to M 20: toSub[z]:= @
9:  if toSub[z] = @ then 21: if v* # vy then
10: add (z,lastW[e]) to markp 22: remove z from B
23: insert (z,v") into B.g

11: add e to toSub[z]
24: 31X{U1},...,Bg><{’l)g}:=

group Big by moy : X X H3 - H3
25: insert By,...,By:= into X /P
(A) Collecting predecessor blocks (B) Splitting predecessor blocks

FIGURE 5. Refining X/P w.r.t Xg Y -3 and Y/Q along £ : X » HY
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that M (B) is
79 - update(@, deref - lastW(e)) = my - update(@, w(C, &(x)))

= my - update(fily (b - {(z)), w(C, {(x)))

HYG ()
for some e =z — y, x € B, y € S. Since ker(HXg <€) = ker(Hxc - &), invariant (4)
proves the well-definedness.

(4) This is precisely, how markg has been constructed. The well-definedness follows from
invariant (2). Note that for every B on which M is undefined, the list markp is empty.

(5) If markg(z) = pc is defined, then po = lastW(e) for some e € toSub(z), and so
deref(pc) = deref - lastW(e) = w(C, &(x)) by invariant (3).

(6) If z € B is not marked in B, then x was never contained in line 3. Hence, toSub(z) = @,
and we have

filg(b - £(2))(a) = {e € E|e =2 5 y,y € S}| = |toSub(z)] = 0.

Furthermore we have

HXS - €(x) = m5 - update(fils - b - £(2), w(C, £(x))) by (6.1)
= Ty - update(@, w(C, £(x))) as just shown
= 7y - update(filg « b - &(2), w(C, &(x))) by definition
= Hx - {(x) by(61) D

Lemma 6.16. Given M(B) = vg in line 12. Then after line 23, Big is a partial map
B — H3 defined by Byg(x) = ng -&(x) if ng -&(x) # vy and undefined otherwise.

Proof. Suppose first that € B is marked, i.e. we have pc = markg(z) and lines 14-23 are
executed. Then we have

(wg,vx,wg\s) = update(B;(my - graph)(toSub[z]), deref[pc]) by line 16
update(filg - b - £(x), w(C, &(x))) by Lemma 6.15, 2 and 5

(w(S,&(2)), HyS - &(x),w(C\ S,&(x))) by (6.1).

Thus, if H xg - &(z) = vy, Biy remains undefined because of line 21, and otherwise gets
correctly defined in line 23.

Now suppose that x € B is not marked. Then by Lemma 6.15(6) we know that
filg(b - &(x)) = @. Since (B,vg) € M, we know by Lemma 6.15(3) that vy = ng -&(2") for
some #' € B. Invariant (4) then implies that ng -&(x) = ng - £(z') since ker(HXgv -€) =
ker(Hxc + £). Then, by Lemma 6.15.6, we have

Hxs - &(x) = Hxg - £(x) = Hyg - £(z') = vg. O

Theorem 6.17 (Correctness). If the invariants hold before invoking SPLIT, then

(i) SPLIT returns the correct partitions, that is, SPLIT(X/P,Y[Q,S € C € Y[Q) refines
X/P by HXS - €: X > H3.
(ii) upon termination of SPLIT the invariants hold again.
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Proof. (i) Lemma 6.16 shows the correctness up to line 23. So we know that all B in M are
refined by H Xg - £. Now let B not be in M. Then markpg is undefined everywhere, so for all
x € B, we have by Lemma 6.15(6) that ng -&(x) = ng - &(x), which is the same for all

x € B by invariant (4). Hence every B not in M is not split by H X§ - £. This proves the
first claim.
(ii) We denote the former values of P, Q, deref, lastW using the subscript old.

(1) It is easy to see that toSub(z) becomes non-empty in line 11 only for marked z, and for
those x it is emptied again in line 20.
(2) Take e; = a2 R Y1, €2 = T =, Y.
= Assume lastW(e;) = lastW(ey). If lastW(e;) = pg is assigned in line 19 for some
marked x, then z; = zo = x and y;,yo € S € Y/Q. Otherwise, lastW(e;) =
lastWqq(e1) and so lastWyg(e1) = lastWgg(es) and the desired property follows
from the invariant for lastWq.
< If 21 = 29 and y1,y2 € D € Y/Q, then we perform a case distinction on D. If D = S,
then lastW(ey) = lastW(e;) = pg. If D = C'\ S, then lastW(e;) = lastWqy(e1) =
lastWoig(es) = lastW(ey). Otherwise, D € Y/Qquq \ {C} and again lastW(e;) =
IastWo|d(ei), 1 € {]_,2}

(3) Lete==x Sy, D= [y]s, € Y/Q and perform a case distinction on D:

D=5 = deref - lastW(e) = deref(pg) = wg = w(S, &(x)),

D=C\S = deref - lastW(e) = deref(pc) = wé\s =w(C\ S,&(x)),

D eY/[Qoa \{C} = deref-lastW(e) = derefyq + lastW(e)oq = w(D,&(x)).
Note that the first equation in the second case holds due to lines 10 and 14. For the first
two cases note that wg = w(S, £(z)) and wg\s = w(C\ S,&(x)) by line 16, Lemma 6.15,
items 2 and 5, and by the axiom for update in (6.1) (see the computation in the proof of
Lemma 6.16).

(4) Take x1,20 € B' € X/P and D € Y/Q and let B := [z1]p,, = [22]p,, € X/Po-

(a) If M(B) is defined, then ng <&(xy) = ng - &(x9) — otherwise they would have
been put into different blocks in line 24. So (x1,x9) € ker(Hxp « £(x1)) is obvious
for D=Sand D = C \ S. For every other D € Y/Qoq, (21, 22) € ker(Hxp + £) by
the invariant of the previous partition.

(b) If M(B) is undefined, then markp is undefined everywhere, in particular for z; and
x9. Then, by Lemma 6.15(6) we have ng -&(x;) = ng - &(z;) for i = 1,2. Since
C' € Y/Qoq and ker(Hxg -€) = ker(Hyc +€), we have HxG -§(21) = Hxg-£(w2) by
invariant 4, and so (z1,79) € ker(ng - £). By case distinction on D, we conclude:

Hxs=Hxp
D=S§ = (21,79) € ker(HxS - €) € ker(H(=2) - HxS -€)
D=C\S = (21,22) € ker(HxS - €) € ker(H(= 1) - HXS -€)
DeY/Qua\{C} = (rras)€ker(Hxp €.  mvoaciieg
where the last statement holds by invariant (4) for Y/Qeq- ]

Having established correctness of SPLIT, we can next analyse its time complexity. We first
analyse lines 1 — 23, then the complexity of the grouping operation in line 24, and finally
the overall complexity of the algorithm, accumulating the time for all SPLIT invocations.
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Lemma 6.18. Lines 1 — 23 in SPLIT run in time O(}_ g |pred(y)|).

Proof. The loop in Figure 5a has Zye s |pred(y)| iterations, each consisting of constantly
many operations taking constant time. Since each loop appends one element to some initially
empty toSub(z), we have

> lpred(y)] = ) [toSub(z)].

y€eSs r€X
In the body of the loop starting in line 14, the only statements not running in constant time
are {:=B¢(my + graph)(toSub(z)) (line 15), update(4, deref(pc)) (line 16), and the loop in
line 19; each of these require time linear in the length of toSub(z). The loop in line 14 has at
most one iteration per x € X. Hence, since each x is contained in at most one block B from
line 12, the overall complexity of line 12 to 23 is at most ) .y [toSub(x)| = Zyes |pred(y)]|,
as desired. []

In the grouping operation in line 24, it is not enough to group the elements using a sorting
algorithm. Instead we need to preprocess the elements and extract some possible majority
candidate.

Definition 6.19. When grouping Z by f: Z — Z' we call an element pE 7' a possible
magority candidate (PMC) if either

{zeZ | f(z)=pH z{z€Z][(2)#p} (6.2)
or if no element in Z' fulfilling (6.2) exists.

A PMC can be computed in linear time [Bac86, Sect. 4.3.3]. When grouping Z by f using a
PMC, one first determines a PMC p € Z', and then one only sorts and groups {z | f(z) # p}
by f using an O(n - logn) sorting algorithm.

Lemma 6.20. Summing over SPLIT invocations, the total time spent on grouping Big
using a PMC is in O(|E| -log | X]).

The proof is the same as in the weighted setting of Valmari and Franceschinis [VF10,
Lemma 5]. For the convenience of the reader, we provide an adaptation to our setting:

Proof. Formally we need to prove that for a family S; € C; € Y/Q;, 1 < i < k, with
Qi1 = ker(/f@i,xg;), the overall time spent on grouping the B,y in all the runs of SPLIT is
in O(|E| - log | X]).

First, we characterize the subset Mg S B.4 of elements that have edges into both S;
and C; \ S;. In the second part, we show that if we assume each sorting step of B.y is
bound by 2 - |[Mpg| -log(2 - |[Mpg]|), then the overall complexity is as desired. In the third
part, we use a PMC to argue that sorting each B,y is indeed bounded as assumed. Since
we assume that comparing two elements of H3 runs in constant time, the time needed for
sorting amounts to the number of comparisons needed while sorting, i.e. O(n - logn) many.

(1) For a (B,vg) € M in the ith iteration consider Bg,. We define
o the left block Liy :={z € B | Hx¢! - &(x) = Hxs' - &(z) # Hxg' - £(z)}, and
o the middle block M 1= {zx € B| Hx¢' - £(z) # Hxg' - £(z) # Hxg' - £(2)}.
Since Big(x) is defined iff ngj - &(x) # vg, and since vy = ng - £(z) holds by
Lemma 6.15(3), the domain of By is L'fg U M%. If x € B has no edge to 5;, then it is
not marked, and so ngz -&(x) = ng - &(z), by Lemma 6.15(6); by contraposition,
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every x € E?g v Mi; has some edge into S;. We can make a similar observation for
ngz & If x € B has no edge to C; \ S;, then filg (b - {(x)) = Bymy - b - £(z) by the
definition of filg, and therefore we have:

Hy & - €(2) = my - update(file, (b - €(2)),w(C:)) " 5 - update(Bym, - b - £(2), w(Cy))
= - update(fils, (b - £(2)), w(C) ‘= HXS - €(2).

By contraposition, all z € M?g have an edge to C; \ S;.

Note that ker(ngZ &) = ker(Hxc, - §). Since L5 € B e X/P, and C; € Y/Q;, we
conclude from invariant (4) that there is an £ € H3 such that ('3 = H ng - &(x) for all
T € Eig. Hence, we have obtained Ejg € H3 such that

i o i i c; i
Lp={r € Bsg | Hxg -&§(x) =L} and Mp ={z € By | Hxg -&(x) # (B}

i

Let the number of blocks to which x has an edge be denoted by
fo(@) = {D €Y/Qi|e=2>y,ye D}

Clearly, this number is bounded by the number of outgoing edges of x, i.e. #ZQ(:U) <

[b-&(x)|, and so '
Y tol@) = Y |b-g@) =Bl
reX zeX
Define
ﬁi\/[(x) =[{0 < j <4 | z is in some M7p}|.
If in the ith iteration x is in the middle block M3, then #Sl(x) = ﬂb(x) + 1, since x
has both an edge to S; and C; \ S; and Q;11 = ker(xg,, Xg;) It follows that for all 7,

#vi(x) < (), and | |
> #ulz) = ) #o(2) =Bl

zeX reX

Let T denote the total number of middle blocks Mjg7 1 <4<k, Bin the ith M, and let
M;, 1 <t <T, be the tth middle block. The sum of the sizes of all middle blocks is the
same as the number of times each x € X was contained in a middle block, i.e.

T
> Ml =) #u() < | B
t=1

zeX
Using the previous bounds and |M;| < | X|, we now obtain

T T T
> 24 Myl -log(2- M) ) 2+ M| log(2- |X[) =2+ () M) - log(2-]X])
t=1

t=1 t=1
<2-|E|-log(2-|X]|)=2-|E| log(|X])+2-|E| -log(2) € O(|E| - log(|X])).

We prove that sorting B.g in the ith iteration is bound by 2 - |[M7p]| - log(2 - |[M7]|) by

case distinction on the possible majority candidate: ‘

e If /%3 is the possible majority candidate, then the sorting of B,y sorts precisely M
which indeed amounts to

|IM| - log(| M) < 2+ | M| -log(2 - [M]).
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e If /'3 is not the possible majority candidate, then |£5| < |M’]|. In this case sorting
B.4 is bounded by

(1L5] + [ME]) -log(|L5] + [IMB]) < 2+ [M]| - log(2 - [M]). ]

Lemma 6.21. For S; € C; € Y/Q;,0 <1 < k, with 2+ |S;| < |C;| and Q41 = ker(/ﬂQi,ng):
(1) Foreachy e Y, [{i<k|ye€ S;} <log,|Y].
(2) SPLIT(S; € C; € Y/Q;) for all 0 < i < k takes at most O(|E| - log |Y'|) time in total.

Proof. (1) We know from Lemma 4.6 that (;41 is finer than @);. Moreover, since ng merges
all elements of S; we have S; € Y/Q,41. For every i < j with y € S; and y € S;, we know
that C; ¢ S; since Cj; is the block containing y in the refinement Y/Q; of Y/Q;11 in which
S; contains y. Hence, we have 2 |S;| < |C;| < |S;|. Now let iy < ... < i, be all the elements
in{i<k|yeS} Sincey€eS;,...,y €S, ,wehave2"-|S; | <|9; | Thus

[{i <k |y €S} =n=logy(2") slogy(2" - |S,]) < logy |9, | < logy |V,

where the last inequality holds since S;, €Y.
(2) In the O-calculus the total time complexity is:

> ) lpred) =) > lpred(m)| = ) (lpred()|- ) 1)

O<i<k y€eS; Yy€Y 0=i<k yey 0<i<k
Si3y S;dy
< (lpred(y)] -log [Y]) = ( Y |pred(y)]) - log |Y|
yey yey
= |E| - log|Y],
where the inequality holds by the first part of our lemma. ]

Bringing Sections 4, 5, and 6 together, take a coalgebra £ : X — HX for a zippable Set-
functor H with a refinement interface such that init and update run in linear and comparisons
in constant time. Instantiate Algorithm 4.5 with the select routine from Example 4.4.1,

chosing gi+1 = kir1  Kip, = Xg With 2+ |S;] < |Cil, S;,C; € X and replace line 4 by
X[Py1 = SPLIT(X/P;, X/Q;, S; € C). (5.17)

By Theorem 6.17 this is equivalent to (5.1), and by Corollary 5.18 equivalent to the original
C;

line 4, since xg' respects compound blocks. By Lemmas 6.14 and 6.21(2), we have

Theorem 6.22. The above instance of Algorithm 4.5 computes the quotient modulo be-
havioural equivalence of a given coalgebra in time O((m + n) -logn), for m = |E|, n = | X|.

If the coalgebra is not too sparse, i.e. every state has at least one in- or outgoing edge,
m = 2 - n, then the complexity is O(m - logn), the bound typically seen in the literature
for efficient algorithms for bisimilarity minimization of transition systems &: X — PrX
or weighted systems £: X — RrRYO. However, unlike those algorithms we do not directly
admit an initial partition as a parameter. But switching from a functor G to X/Z X G
(cf. Remark 4.10) we can equip the generic algorithm with this additional parameter while
maintaining the same O(m - logn) complexity:
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Remark 6.23. There are two ways to handle functors of type H = X/Z X G. First, we can
modify the functor interface as follows:

Gl - X/IxGl b b X/IXGQY 2 GY 2 B(AxY)
W o X|IxW init — idx/Z X init

update is replaced by the following

(Be(A)XW)x X [T —2PLEXT o G3x W) x X/T
Al 2
Be(A)X(X[ITxW) (X[ZxW)x X|IxG3) X (X]|IxW)

where the first and the last morphism are the obvious ones. A second approach is to
decompose the functor into X/Z x (=) and G, moving to the multisorted setting, see
Section 7 for more details, in particular Example 7.17. Both methods have no effect on the
complexity.

Example 6.24. As instances of our algorithm, we obtain the following standard examples
for partition refinement algorithms:

(1) For H = X/Z X P¢, we obtain the classical Paige-Tarjan algorithm [PT87] (with initial
partition X /7), with the same complexity O((m + n) - logn).

(2) For HX = X [T x ]R(X), we solve Markov chain lumping with an initial partition X/Z in
time O((m+n)-logn), like the best known algorithm (Valmari and Franceschinis [VF10]).

(3) Hopcroft’s classical automata minimization [Hop71] is obtained by HX =2 X X 4 with
running time O(n - logn) for a fixed alphabet A. If A is variable and part of the input,
we can decompose the given coalgebra into a multisorted one (see Example 7.17 below).

7. MODULARITY VIA MULTISORTED COALGEBRA

We next describe how to minimize systems that mix different transition types. For example,
recall from Example 2.6(5) that Segala systems mix non-deterministic and probabilistic
branching in a way that makes them coalgebras for the composite functor X +— Pr(D(AX X))
(or X = Pr(A X DX) in the case of simple Segala systems, respectively). For our purposes,
such functors raise the problem that zippable functors are not closed under composition.
In the following, we show how to deal with this issue by moving from composite functors
to multisorted coalgebras in the spirit of previous work on modularity in coalgebraic
logic [SP11]. Subsequently, the arising multisorted coalgebras are transformed back to
singlesorted coalgebras by coproduct formation.

7.1. Explicit intermediate states via multisortedness. The transformation from coal-
gebras for composite functors into multisorted coalgebras is best understood by example:

Example 7.1. The functor TX = P;(B;X X D(A X X)) can be visualized as

X3 Bf i

A
4 X5 X

D A X _
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where we label the inner connections with fresh names X5, X3, X4, X5. From this visualiza-
tion, we derive a functor T Set” — Set”:
T(Xa X27 X37 X47 XS) =
(PfXQ, X3 X X4, BfX, DXg, A X X)

Formal definitions following [SP11] are as follows.

Definition 7.2. Given a set H of mono-preserving and finitary functors H: Set” - Set (with
possibly different arities k < w), let T': Set — Set be a functor generated by the grammar
G:=()|HG,...,Q)

where H ranges over H. Such a functor T’ can be converted into a functor T: Set” — Set”,
where n is the number of non-leaf subterms of 7' (i.e. subterms of 7" including 7" itself but
not (-)). Let f be a bijection from non-leaf subterms of T' to natural numbers {1,...,n},
with f(7T") = 1, and write f(_) = 1 to simplify notation. The flattening of T is T': Set”" — Set",
given by

(T(X1,.. o, Xp))i = H(X 5@y - Xp(ay)  where f71(i) = H(GY, ..., Gy).

Intuitively speaking, we introduce a sort for each wire in the visualization but identify the
outermost wires (labelled X in Example 7.1).

Example 7.3. In Example 7.1 the functor 7' is built from the set H of functors containing
Pr,Br, D, Ax :Set' > Set  x:Set” — Set,

and the term T = P(B¢(_) X D(A x (_))) has the following non-leaf subterms, implicitly
defining the bijection f:

L Pe(Be(-) x D(A% (1)) 2. Be(-) xD(Ax (1)) 3. Be(-)

4. D(A X (1)) 5. Ax ().
Then, T Set” — Set” is defined by

T(X1, X2, X3, X4, X5) = (P X2, X3 X Xy, B X1, DX5, A x X).

Now given a T-coalgebra £: X — T X, the morphism (&,id,...,id) in Set” is a coalgebra
for the flattening T Set” — Set” of T. Note that this defines the first sort to be X and
implicitly defines the other sorts. This mapping defines a functor Pad: Coalg(T") — Coalg(T),
which is a fully faithful right-adjoint [SP11].

Pad
Coalg(T) T Coalg(H7)
—

Comp

The left adjoint Comp composes the component maps of a multisorted coalgebra on
(X1,...,X,) in a suitable way to obtain a T-coalgebra on X;, and so Comp(Pad(X,¢)) =
(X,€£). On morphisms, one has Comp(hy,...,h,) = hy.

Example 7.4. Given a coalgebra {: X — Py(B;X X D(A X X)) for T as in Example 7.3,
we obtain the T-coalgebra

id,id,id,id
(X,B:X X D(A X X), BX,D(A x X), A x x) LD,

(Pe(Be X x D(AX X)), B, X xD(Ax X),B;X,D(Ax X), A% X)
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However, this coalgebra is not finite anymore, because e.g. B¢ (X) is infinite for non-empty X.
It is possible to find a finite T-coalgebra that conforms to £ by restricting e.g. the sort Be(X)
do those elements of B;(X) that actually appear in &.

Note that a functor H:Set” — Set is finitary if and only if for every finite set X and every
map f: X — H(Yq,...,Y;) there exist finite subsets m; : Y;' > Y; such that f factors
through H(myq,...,my):

X s HY, )

~

o~ H
Hfl \\,\ T (m11 7mk)

H(Y{,...,Yy)

In situations where Y; = G(Zy,...,7Z,) for another finitary functor G: Set’ — Set, this
process can be repeated for each of the m;: Y;' - G(Zy,...,7;). Formally:

Construction 7.5. Let H be a set of finitary functors, let T' : Set — Set be a functor
as in Definition 7.2 with flattening 7', and let (X,¢) be a T-coalgebra. We construct
a T-coalgebra Factor(X,¢) by repeatedly applying the above factorization technique: if
T = H(Gq,...,G}) choose finite subsets m; : Y; > G; X, for ¢ = 1,...,k as small as
possible, and a map & : X — H(Yi,...,Y,) such that H(mq,...,m,) - ¢ = ¢ Then
the structure map in the first sort of Factor(X,¢) is 5', and one continues recursively to
factorize the m;. Note that the T-coalgebra thus obtained has all sorts finite, it satisfies
(X, &) = Comp(Factor(X, £)), and

idx,ml,MQ,...

Factor(X, &) ( ) Pad(X,¢)

is a T-coalgebra morphism, in fact a subcoalgebra inclusion.

Remark 7.6. We do not need that Factor is functorial here. In fact, it is functorial if every
H:Set” > Set in H preserves inverse images. However, some of our functors of interest, e.g.
R(_), do not preserve inverse images.

Example 7.7. Consider a finite coalgebra §: X — T'X for T' = Py(B;(-) x D(A % (_))) from
Example 7.3. The above Construction 7.5 yields a (multisorted) T-coalgebra Factor(X, &)
with finite carriers (X, Y7, Ys,Ys,Y,), and structure maps

X 5 PY; yiYi o YoxYs ysiYe o BiZ ysiYs > DYy yYy - AXZ.

For our purposes it is crucial that we may compute the simple quotient of Factor(X,¢) and
obtain from its first component the simple quotient of (X, ¢).

Proposition 7.8. If a T-coalgebra (X, ) is simple, then so is the T-coalgebra Comp(X,£).

Proof. From every T-coalgebra morphism ¢: Comp(X,£) — (Y, () we can construct a T-
coalgebra morphism q' from (X, ) with first component ¢q. Such a morphism is obtained
as

nx,&=(idx, ,mz2,....,my ) Pad(q)=(q,42,--an

s = 5 = )

¢ =((X.9) Pad(Comp (X)) Pad(Y,()).
Since (X, €) is simple, q' must be a mono in Set”, thus ¢ is an injective map, which shows
that Comp(X,¢) is simple, too (see Proposition 2.8). O
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Corollary 7.9. If q: Factor(X, &) —» (Y, () represents the simple quotient of a T-coalgebra
(X,§), then Comp(q): (X,&) —» Comp(Y, () represents the simple quotient of (X, ).

In short, the problem of minimizing single-sorted coalgebras for functors composed in some
way from functors H reduces to minimizing multi-sorted coalgebras for the components H.
In the next subsection, we will, in turn, reduce the latter problem to minimizing single-
sorted coalgebras, using however coproducts of the components H in place of Comp. The
benefit of this seemingly roundabout procedure is that refinement interfaces, which fail to
combine along functor composition, do propagate along coproducts of functors as we show
in Subsection 7.3.

7.2. De-sorting multisorted coalgebras. We fix a number n of sorts, and consider
coalgebras over C". As before, we assume that C, and hence also C", fulfils Assumption 2.2.
We assume moreover that H:C" — C" is a mono-preserving functor modeling the transition
type of multisorted coalgebras. We now show that under two additional assumptions on C, one
can equivalently transform H-coalgebras into single-sorted coalgebras, i.e. coalgebras on C,
formed by taking the coproduct of the carriers, a process we refer to as de-sorting. Specifically,
we need C to have finite coproducts (implying finite cocompleteness in combination with
Assumption 2.2) and to be extensive [CLW93]. We begin by taking a closer look at these
additional assumptions in the setting of C and C".

Notation 7.10. We have the usual diagonal functor
A:C=C" AX)=(X,...,X).

This functor has a left adjoint given by taking coproducts (e.g. [Awol0, p. 225]), which we
denote by

[:¢"-¢C U(Xy,....X)=X1+...+X,.
The unit nx: X — AIIX of the adjunction consists of the coproduct injections, and the
adjoint transpose of a C"-morphism f: X — AY’, denoted [ f]: 11X — Y, arises by cotupling.

In this notation, we can define extensivity of C in the following way:

Definition 7.11. A category C is extensive if the following equivalence holds for every n = 0
and every commuting square in C" as below: the square is a pullback iff [ f]: [1X 'S X s
an isomorphism.

X' —L 5 Ax

o |

Yy -2 5 ALY

Remark 7.12. The usual definition of extensivity states that the canonical functor
C/AXxC|/B - C/A+ B is an equivalence of categories for every pair A, B of objects.
Our Definition 7.11 above is easily seen to be equivalent to the characterization of extensivity
in terms of pullbacks of coproducts given in [CLW93, Proposition 2.2]. In every extensive
category, coproduct injections are monic, so nx: X > A[1X is a mono.

Example 7.13. Categories with Set-like coproducts are extensive, in particular Set itself,
the category of partially ordered sets and monotone maps, and the category of nominal sets
and equivariant maps.
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Our goal in this section is to relate H-coalgebras (in C") with [1H A-coalgebras (in C). This
is via two observations:

(1) The categories of [1H A-coalgebras and HAl[-coalgebras are equivalent (Lemma 7.14).
(2) The obvious functor from H-coalgebras to HAll-coalgebras given by

(X 5 HX) o (X 5 X 225 HALX)

preserves and reflects (simple) quotients (Lemma 7.15).

Lemma 7.14. The lifting [1 of the coproduct functor 11

[1: Coalg( HALI) — Coalg(LIHA), [(x 5 HAIIX) = (LIX L, [THALIX)

18 an equivalence of categories.

Proof. We have to show that [[ is full, faithful and isomorphism-dense [AHS90]. Faithfulness
is immediate from the fact that already L1 : c"-C s faithful, since coproduct injections are
monic (Remark 7.12). To see that [ is full, let h: 11(X, &) — LI(Y, () be a [1HA-coalgebra
morphism. By naturality of 1, we then have a commuting diagram
X — 5 AX —2 5 ALY Y
laug lAuc
¢ ALHALLX 2HEEh ATTHALY

nHy WY

HALIX HAILY

Y

HAR

We have the indicated pullback by extensivity (since [1y] = id), and thus obtain i’ : X - Y
such that ¢ - h'= HAR - & and ny - h'= Ah- nx. The latter equality implies LA = h using
the universal property of 1y, and then the first equality states that k' : (X, &) — (Y,¢) is
an HAll-coalgebra morphism.

It remains to show that [] is isomorphism-dense. So let (X, ¢) be a [1H A-coalgebra.
Form the pullback

X'J# AX
HAX HAX ATIHAX

in C". Since C is extensive, [2]:11X — X is an isomorphism; we thus have an HALI-
coalgebra C'
HA[z]™*

X'5 HAX HALX',
Applying the adjunction to the square (7.1) shows ¢ - [z] = ]_15'. It follows that the
isomorphism [z] is a coalgebra morphism, and hence an isomorphism in Coalg([1HA), from
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(X' HA[z] ™ - €') to (X, €):
[z]

1x' X
U%
[IHAX ¢
LIHA[z]‘ll \
HHALLX' —— [THAX O]

LHA[Z]
Lemma 7.15. Any H-coalgebra £: X — HX and the induced HALl-coalgebra

X HX = HALLX

have the same quotients and the same simple quotients.

Proof. Let ¢ : X — Y be a regular epimorphism. It suffices to show that ¢ carries an
H-coalgebra morphism with domain (X, ) iff it carries an HAll-coalgebra morphism with
domain (X, Hnx - £). Since 7 induces an embedding Coalg(H) — Coalg(HAILI), ‘only if’ is
clear; we prove ‘if’. So suppose that ¢ is a coalgebra morphism (X, Hn-£) — (Y, (). Then
the outside of the following diagram commutes:

fnx s gALLX
HAllg
3'C HUY
y = HAUY

¢

Since nx is monic and H preserves monos, Hny is monic, so we obtain ¢ "as in the diagram by
the diagonal property (Section 2.1), making ¢ an H-coalgebra morphism (X, &) — (Y,¢'). [

So the task of computing the simple quotient of a multisorted coalgebra is reduced again to
the same problem on ordinary coalgebras in Set. Thus, it remains to check that the arising
functor AH]I indeed fulfils Assumption 6.7.

7.3. Coproducts of refinement interfaces. We have already seen that zippable functors
are closed under coproducts (Lemma 5.4). We proceed to show that we can also combine
refinement interface along coproducts. Let functors H;: Set — Set, 1 < ¢ < n have refinement
interfaces with labels A; and weights W;, and associated functions b;, init;, w;, update;. We
construct a refinement interface for the coproduct H = [ [H;, with labels A = [ JA; and
weights W = [ [W;, as follows. First define the following helper function filtering a set of
labels for a particular sort i:

filteri: Bf(u?:l AJ) - Bf(AZ), fllterl(f)(a) = f(lnl(a))
(Note that this differs somewhat from filg as in (6.1)). Then we implement the refinement

interface for H component—wise as follows (writing I = {1,...,n}):
B ini Y ic
b = (LI 25 L[Bf(A v) S ([ x )

]_[wl

w(S) = ([ [H;Y — ]_[W) for S cY,
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(in; (t),a)in;(t,a) [ idxfilter; []init:
(a,ini(t))~in;(a,t) LI (filter; xid) ] update;

update = (Bf]_[Al X L[Wl%ul ( Bf]_[j Aj X Wl)ﬁu(BfAZ X VVZ)—>H(WZ X H;3 X Wz)
[insXin;xin;Jier
[IW: x [[H:3 x [ IW;)

Proposition 7.16. The data W, A, b, init, w, and update as constructed above form a

refinement interface for H = [ [H;, and if the interfaces of the H; fulfil Assumption 6.7,
then so does the one of H.

Proof. For i =1,...,n, the following diagram commutes:
[1HY ini HY
Bemy-b) l By -by)
[[H 1 x B[ [A; 2B fry x B, —— ™5

(ini(t),a)i—»ini(t,a)l lini lini
LI([5lidxfilter;) L1[47init;
LI, (1 x By 1T, A ) = [1(H;1 x B Aj) ——— [[W;
init T

Since the in;: H;Y — | [H; are jointly epic, the commutativity shows the axiom for init (6.1).
For S € C' €Y we have the diagram:

(

[ [HY in; HY

{(b,w(C)) (bs,w; (C))

Be(in; XY ) xin;
Bf(HAj XY) X ]_[Wj —— Be(A; X Y) X W; (6.1) for H;

(w(8),HxS w(C\S))

(wi(8),H;x§ ywi(C\S))

Naturality
fil g xW; of filg in A filgx W,
Bein; Xin; update;
Bf]_[A] X L[W] BeA; x W; W, x H;3 X W;
(a,ini(t))=in;(a,t) ing in;

[ Jfitter; xw; [update;
update T
Using again that the in;: H;Y — [ [ H; are jointly epic, we see that the claimed refinement
interface fulfils the axiom for update. If for every i, the interface of H; fulfils the time

constraints from Assumption 6.7, then so does the interface for H: both init and update
preprocess the parameters in linear time (via filter), before calling the init; and update; of
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the corresponding H;. We order H3 lexicographically, i.e. in;(x) < in;(y) iff either i < j or
i1 =4 and x < y in H;3. Comparison in constant time is then clearly inherited. []

Hence, our coalgebraic partition refinement algorithm is modular w.r.t. coproducts. In com-
bination with the results of Sections 7.1 and 7.2, this gives a modular efficient minimization
algorithm for multisorted coalgebras, and hence for coalgebras for composite functors.

We proceed to see examples employing the multi-sorted approach, complementing the
examples already given for the single-sorted approach (Example 6.24). We build our examples
from the functors

D, P, Ax :Set' > Set  x,+:Set® — Set,
and in fact many of them appear in work on a coalgebraic hierarchy of probabilistic system
types [BSAVO03].

Example 7.17. (1) Labelled transition systems with an infinite set A of labels. Here we
decompose the coalgebraic type functor Pr(A X (=)) into H; = P; and Hy = A X (=). We
transform a coalgebra X — Pr(AX X) (with m edges) into a multisorted (Hy, Hy)-coalgebra,
the new sort Y then contains one element per edge. By de-sorting, we finally obtain a
single-sorted coalgebra for H = H; + Hy with n + m states and m edges, leading to a
complexity of O((n +m) -log(n +m)). If m = n we thus obtain a run time in O(m -logm),
like in [DPP04] but slower than Valmari’s O(m - logn) [Val09].

For fixed finite A, the running time of our algorithm is in O((m + n)logn). Indeed, by

finiteness of A, we have Pr(AX(-)) = Pf(—)A. Then a coalgebra X 5 Pr(AXX) = Pf(X)A
with n = | X| states and m = ) .y |£(x)| edges is transformed into a two-sorted coalgebra

nx: X = (Ax X)* 2o da(a,2); EAXX - Pi(X), (a,2) = £(2)(a).

The arising de-sorted system on X + A X X has n + |A| - n states and |A| - n + m edges,
so the simple quotient is found in O((m + n) - logn) like in the single-sorted approach
(Example 6.24).

(2) As mentioned already, Hopcroft’s classical automata minimization [Hop71] is ob-

tained by instantiating our approach to HX = 2x X A, with running time O(n-logn) for fixed
alphabet A. For non-fixed A the best known complexity is in O(|A|-n-logn) [Gri73, Knu01].
To obtain the alphabet as part of the input to our algorithm, we consider DFAs as labelled
transition systems encoding the letters of the input alphabet as natural numbers, i.e. as
coalgebras £: X — 2 X Pr(IN x X). We decompose the type functor into H; = 2 X P; and
Hy; =N x (—). An automaton & for a finite input alphabet m: A — IN is then represented
by the two-sorted system

X - 2xXP(AXX) mXX:AXxX > INxX

With |X| = n, this system has n + |A]| - n states and |A| - n + |A| - n edges. Thus, our
algorithm runs in time

O((|A] - n) - log(|A] - n)) = O(|A] - n. - logn + |A] - n - log [ A]).

(3) Coalgebras for the functor HX = DX + P;(A X X) are alternating systems [Han94].
The functor H is flattened to the multi-sorted functor

H(X1, X5, X5, Xy) = (X3 + X3, DXy, PrXy, A x X1)
on Set4, which is then de-sorted to obtain the Set-functor
[NHAX = (X +X)+DX +P X + Ax X
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which has a refinement interface as given by Proposition 7.16. Given an H-coalgebra with n
states and mg edges of type D and m,, edges of type P¢(A x _), the induced [1H A-coalgebra
has n + m,, states and n + mgq + m, + m,, edges, and is minimized under bisimilarity in time
O((n +mg +my) - log(n + my,)).

Other probabilistic system types [BSdV03] are handled similarly, where one only needs
to take care of estimating the number of states in the intermediate sorts as in the treatment
above. We discuss two further examples explicitly, simple and general Segala systems.

(4) For a simple Segala system considered as a coalgebra £ : X — P;(A x DX ), Baier,
Engelen, Majster-Cederbaum [BEMOO] define the number of states and edges respectively as

n= X[, omy =Y ex €@
The arising multi-sorted coalgebra consists of maps
p:X - PY a'Y - AXZ d:7Z —-DX.

In the coalgebra £ there is one distribution per non-deterministic edge, hence |Y'| = m, = |Z].
The non-deterministic map p has m, edges by construction, and the deterministic map a
has |Y| = m, edges. Let m, denote the number of edges needed to encode d; then
mg < n - my. We thus have n + 2 - m,, states and 2 - m, + my edges, so our algorithm
runs in time O((n + m, + my) - log(n + m,)). Since my < n - m,, this matches the run
time O((n - my,) - (logn +logm,))) = O((n - my) - (log(n + m,))) of the best previous
algorithm [BEMOO], and indeed provides a more fine-grained analysis giving faster run time
in the (presumably wide-spread) case that probabilistic transitions are sparse, i.e. if my is
substantially below n - m,,. In other words, our bound O((n + m, + mg) - log(n +m,)) is
smaller if the number of all (non-deterministic and probabilistic) transitions is taken into
account, rather than just the non-deterministic transitions.

(5) For a general Segala system &: X — Py(D(A x X)) one has a similar factorization:

p: X = PY Y - DZ 222 - Ax X

So for n = | X| states, m,, non-deterministic edges, and mg probabilistic edges, the multisorted
system has n + |Y'| + |Z| = n + m,, + m, states and m,, + mq + m, edges, resulting in a run
time in O((m,, + mg) - log(n + m, + my)).

We are not aware of any pre-existing similarly efficient partition refinement algorithms for
alternating systems (Example 7.17(3)) and general Segala systems (Example 7.17(5))

8. CONCLUSIONS AND FUTURE WORK

We have presented a generic algorithm that quotients coalgebras by behavioural equivalence.
We have started from a category-theoretic procedure that works for every mono-preserving
functor on a category with image factorizations, and have then developed an improved
algorithm for zippable endofunctors on Set. Provided the given type functor can be equipped
with an efficient implementation of a refinement interface, we have finally arrived at a
concrete procedure that runs in time O((m + n)logn) where m is the number of edges
and n the number of nodes in a graph-based representation of the input coalgebra. We
have shown that this instantiates to (minor variants of) several known efficient partition
refinement algorithms: the classical Hopcroft algorithm [Hop71] for minimization of DFAs,
the Paige-Tarjan algorithm for unlabelled transition systems [PT87], and Valmari and
Franceschinis’s lumping algorithm for weighted transition systems [VF10]. Moreover, we
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presented a generic method apply the algorithm to mixed system types. As an instance,
we obtain a new algorithm for simple Segala systems that allows for a more fine-grained
analysis of asymptotic run time than previous algorithms [BEMO00].

It remains open whether our approach can be extended to, e.g., the monotone neigh-
bourhood functor, which is not itself zippable (see Example 5.8) and also does not have
an obvious factorization into zippable functors. We do expect that our algorithm applies
beyond weighted systems. For example, it should be relatively straightforward to extend
our algorithm to nominal systems, i.e. coalgebras for functors on the category of nominal
sets and equivariant maps.
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